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ABSTRACT

Under traditional generativist accounts, children acquire language (a system of formal rules acting on variables such as NOUN, VERB and TENSE) with the help of some innate knowledge of syntax. Recently, these generativist accounts (e.g., Pinker, 1989; Radford, 1990; Wexler, 1998) have been challenged by functionalist accounts (e.g., Pine, Lieven & Rowland, 1998; Bybee, 1995, Bates & Goodman, 2001) under which children acquire an inventory of meaningful chunks of linguistic material of various sizes, that become increasingly abstract as development proceeds (e.g., I want X ( [SUBJECT] [VERB] [OBJECT]). Tomasello (2003) draws together many different strands of research to present a relatively complete constructivist account of language acquisition. The goals of this thesis are (1) to test the predictions of this account, and competing generativist accounts; and (2) to investigate aspects of this account that currently remain somewhat underspecified.


Chapters 1 and 2 outline generativist and constructivist accounts of language acquisition respectively, and present evidence in support of the claim that only constructivist approaches can potentially explain the pattern of child language acquisition observed. 

Experiment 1 (Chapter 3) tested the predictions of these two approaches with respect to children’s acquisition of non-subject wh- questions (e.g., Who is Mickey hitting?). Questions using each of 4 wh- operators (what, who, how and why), and 4 auxiliaries (copula BE, auxiliary BE, DO and CAN) in 3sg and 3pl form were elicited from 28 children aged 3;6-4;6. Generativist theories claim that uninversion errors (e.g., Who Mickey is hitting?) will pattern by wh- operator (De Villiers, 1991; Valian et al., 1992) or auxiliary (Stromswold, 1990; Santelmann et al., 2002). Although errors did show some tendency to pattern by auxiliary, interactions between the variables of wh- operator, auxiliary and number suggest that Rowland and Pine’s (2000) constructivist model, under which children acquire frequent wh- operator+lexical auxiliary combinations from the input, can potentially provide the best fit for the data.

Experiments 2 and 3 (Chapter 4) investigated two factors thought to influence the process by which children form abstract grammatical constructions: (1) temporal distribution of instantiations of the construction and (2) type frequency of the variable element in the construction. 48 children aged 3;6-5;10 and 72 children aged 4;0-5;0 were given 10 exposures to the construction it was the [OBJECT] that the [SUBJECT] [VERB]ed all in one session (massed), or on a schedule of 2 trials per day for 5 days (distributed pairs), or 1 trial per day for 10 days (distributed). Children in both the distributed conditions learned the construction better than children in the massed condition, as evidenced by productive use of this construction with a verb that had not been presented during training, though a VERB type frequency manipulation was found to have no effect.

Experiments 4-6 investigated a specific aspect of Tomsello’s account: the hypothesis that repeated presentation of a particular verb (e.g., kick) in a particular argument structure construction (e.g., John kicked the ball) leads to the inference that the use of that verb in non-attested constructions (e.g., *the ball kicked) is not permitted (the entrenchment hypothesis). These studies did not demonstrate an entrenchment effect, but remain a work in progress.


In Chapter 6, I conclude that the findings of Experiments 1-6 are broadly consistent with Tomasello’s (2003) account, but argue that specific aspects of the constructivist account require much more detailed investigation, and present several suggestions as to how this might be accomplished. 
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Chapter 1: Generativist Approaches to Language Acquisition 

1.0 Thesis Introduction and Outline 

Do children learn their native language, or can we only say that they acquire it? One’s answer to this question seems to be inextricably linked to one’s view of precisely what language is. Under the generativist (nativist, UG, formalist) view, a language consists of a lexicon – analogous to a mental dictionary – and a grammar; an abstract, infinite, recursive, formal system, analogous to that of propositional logic. Those who favour this view of language generally believe that the grammar cannot be learned from a finite set of utterances generated by it, and that language can only be acquired with the help of some innate knowledge of syntax. Under the constructivist (socio-pragmatic, functionalist, usage-based) view, which draws no sharp distinction between the grammar and the lexicon, language is an inventory of meaningful chunks of linguistic material of various sizes, and various levels of abstraction, which serve some communicative or socio-pragmatic function.  Those who favour this view generally believe that humans’ general cognitive abilities can be used to learn units of meaningful material, and to abstract across and generate links between them. 

In the present thesis, having argued that the generativist position is untenable, I present a series of six experiments designed to test and extend an alternative constructivist account. The structure of this thesis is as follows.

In Chapter 1, five leading generativist theories of language acquisition
 (Radford, 1990,1996; Valian, 1991; Wexler, 1998, Hyams, 1999; Pinker, 1984, 1989) are outlined and evaluated. It is argued that none of these theories can explain the pattern of child language acquisition data found in either naturalistic or experimental studies. 

Chapter 2 presents a recent constructivist account (Tomasello, 2003) and argues that such an approach is, at least potentially, compatible with the available data. The remainder of the thesis then endeavours to test and extend this theory.

In Chapter 3 I report the results of an experiment (Experiment 1) designed to mediate between generativist and constructivist accounts of language acquisition with respect to children’s acquisition of non-subject wh- questions. These structures represent a particularly good test case for both constructivist and (especially) generativist accounts, as both make specific predictions with regard to the pattern of acquisition and errors. It is argued that the pattern of results observed is compatible with only the constructivist approach.

Having provided a further demonstration that constructivist approaches are most compatible with the data, I then return to Tomasello’s (2003) specific account and seek to extend this account by investigating, in some detail, the nature of the processes by which the abstract grammatical constructions that are taken to underlie adult linguistic competence may be (1) abstracted from the input (Chapter 4) and (2) appropriately restricted, in order to avoid overgeneralization errors (Chapter 5).

Experiments 2 and 3 (Chapter 4) investigate two factors which are hypothesised to influence the formation of abstract syntactic construction schemas: (1) the temporal distribution of substantive instantiations of the construction in the input and (2) the type frequency of the variable element in the construction, in this case the verb. This study shows a distributed learning effect such that acquisition of the construction is facilitated by temporally distributed (over several days) as opposed to massed (in one session) exposure. It is argued that this pattern of results is compatible with Tomasello’s (2003) approach, under which grammatical constructions, words and non-linguistic stimuli are all acquired via domain-general cognitive processes, but not with domain-specific generativist accounts under which the grammar, but not the lexicon, is acquired with the help of processes such as parameter setting and biologically determined maturation.

Experiments 4-6 (Chapter 5) investigate an account of one process by which Tomasello (2003) argues that children learn to appropriately restrict their linguistic abstractions or generalisations. The entrenchment hypothesis states that repeated presentation of a particular item in a particular construction (for example a particular verb such as giggle, in a particular argument construction such as [SUBJECT] giggle) leads to the inference that the use of this item in non-attested constructions (e.g., *[SUBJECT] giggle [OBJECT]) is not permitted. In its present form this study has failed to demonstrate an entrenchment effect. However, this series of experiments remains a “work-in-progress”.

Chapter 6 concludes the thesis with a discussion of the implications of the findings of the experiments reported for constructivist and generativist approaches to language acquisition, and suggests further investigations which are required in order to move towards a fully comprehensive account of language acquisition.

1.1 The generativist approach to language: “Words and rules”

As noted above, generativist approaches draw a sharp distinction between the grammar (syntax) and the lexicon. These so-called words and rules approaches (Pinker, 1991) are dual-process (or dual-route) theories, as they propose that the language learning system consists of two components: a grammar and a lexicon. The grammar contains “specific kinds of rules and representations” (Pinker, 1991: 531) which are used to generate regular morphological and syntactic forms. These “rules” act not on particular lexical items, but on variables that stand for formal categories. The precise nature of these categories varies from theory to theory but are typically such things as VERB (V), DETERMINER PHRASE (DP/ D’’) or NOUN PHRASE (NP/N’’), SUBJECT, AUXILIARY (AUX), TENSE (TNS) and AGREEMENT (AGR). For example, the rule for generating a simple transitive utterance might be [SUBJECT NP] [VERB] [OBJECT NP], whilst the rule for generating a past tense form might be [VERB] + ed (a morphological marker instantiating the category TENSE). Experiment 1 (Chapter 3) tests a version of generativist theory under which interrogative sentences are formed by applying transformational movement rules to elements (wh- operator, AUX and SUBJECT) of a corresponding declarative sentence.

Whilst the grammar contains these formal rules and variables (couched in some particular version of X-bar theory, see the following section) the lexicon contains the individual items (words and morphemes) that make up the categories such as [VERB] and [NOUN] which are represented in the grammar as variables. The lexicon also contains so-called irregular grammatical items, which, due to their idiosyncratic nature, cannot be generated by the grammar. For example, the irregular past tense form rang must be stored in the lexicon as it cannot be generated by the regular rule which “concatenates an affix [-ed] with a variable standing for the stem [ring]” (Pinker, 1991: 531). Under some theories (e.g., Pinker, 1991) the lexicon is sensitive to “associative laws” (p.532) such as effects of frequency and similarity. For example, speakers occasionally produce brang as the past tense of bring by analogy with ring/rang, and such over-irregularization effects occur most often with infrequent verbs (since frequent use protects a verb from overregularization). According to Pinker (1991) effects of similarity and frequency do not occur for regular past tense forms since these are not stored in the lexicon, but are generated online when needed (thus “infarcted is as natural a past tense form of infarct as walked is of walk”, p.532). Any grammatical form that cannot be generated by normal rules of syntax (core grammar) must be stored in the lexicon. Thus the lexicon contains not only irregular past tense forms but whole irregular idioms (e.g., how do you do?). 

In Chapter 2, a single-process theory of language is introduced. Under this theory, language users do not operate with formal computational rules. Rather, all individual items and regular and irregular constructions are stored in a single associative network, analogous to the lexicon in Pinker’s (1991) words and rules approach. In Chapter 4, I present the results of an experiment designed to investigate the single- and dual- route hypotheses. The remainder of the present chapter, however, consists of an outline and evaluation of several leading generativist theories, beginning with an introduction to X-bar theory: a generalized theory of phrase structure common to all grammars within the Universal Grammar (UG) framework that is taken to underlie both the adult endpoint and childhood acquisition (based primarily on the Principles and Parameters approach of Chomsky & Lasnik, 1993).

1.1.1 The X-bar theory of phrase structure: General principles
In X-bar (X’) theory, sentences consist of phrases. All phrases consist of an obligatory head. Lexical phrases- Noun Phrase (NP), Verb Phrase (VP), Adjective Phrase (AP) and Prepositional Phrase (PP)- have as their head the constituent which gives the phrase its name. Thus a NP has an obligatory N head, a VP an obligatory V head and so on. In addition to the head, a phrase may also contain a complement. For example, the VP kick the ball contains a head V (kick) and a complement NP the ball.

A phrase structure tree shows how a head and its possible complements combine into a phrase, and how these phrases combine to form a sentence (S). For example, (1) below illustrates the (vastly simplified) phrase structure of the boy kicked the ball on Tuesday (as is the convention with phrase structure diagrams, a triangle is used to indicate a phrase which is not the subject of investigation and thus is not fully decomposed). 

(1)

                        S

         NP

    VP (or V’’)



                 the boy    





  V’

   


     V
          NP

     PP



             kicked        the ball             on Tuesday

This tree structure can also be represented by the formally equivalent notation:

(2)  [S [NP the boy] [VP [V’ [V kicked] [NP the ball]] [PP on Tuesday]]]

The constituent V’ is used to represent the fact that the ball is an obligatory argument (termed a complement) of the verb kick, whereas on Tuesday is an optional adjunct to the phrase kicked the ball.  Complements are always daughters of a single bar (X’) phrase (e.g., V’) and never of an X’’ phrase or an X head.

The arguments required to form the sentence (here a NPSUBJECT AGENT and an NPOBJECT PATIENT) are specified in the verb’s lexical entry. Two related processes operate here. Category selection (c- selection) is the process which specifies the syntactic elements required by the verb. For example, the lexical entry for kick specifies a SUBJECT NP (e.g., the boy) and an OBJECT NP (e.g., the ball) as both are required to form a grammatical utterance. Semantic (or theta) selection specifies the semantic roles required by the verb. Kick requires an AGENT - the SUBJECT NP (the boy) - and a patient - the OBJECT NP (the ball). Through these processes of c-selection and theta-selection, the verb is said to project its argument structure.

Another phrase constituent in X-bar syntax is the specifier, which is the daughter of a double-bar phrase (X’’). In earlier versions of X-bar syntax (such as Chomksy, 1981), determiners were classed as specifiers. Thus the NP (N’’) phrase “the ball” has the internal structure:

(3) [NP [D the] [N’ [N ball]]]

Under more recent Chomkyan approaches (e.g., Chomsky, 1991), determiners are conceptualised as the head of a determiner phrase (DP), which contains the determiner (D) and the noun phrase (NP). Specifiers are given a new role. In a more current analysis of sentence (1), the subject of the sentence (the boy) in (1) is considered to be the specifier of the phrase kicked the ball on Tuesday.  Under this analysis (4), the phrase kicked the ball on Tuesday becomes a single bar phrase, V’, the complement of the subject DP (or D’’) the boy. This V’ is, in turn, split into two phrases - another V’ phrase and an adjunct, here a PP – to represent the fact that the ball is an obligatory argument of the verb kick, whilst on Tuesday is an optional adjunct to the phrase kicked the ball. Splitting an X’ phrase into a further X’ phrase and an adjunct is an example of recursion: a rule calling on itself.
(4)
                                     VP


          NP 



        V’


        (specifier position of VP)               (head position of VP)


                 D         N’                                    V’                    PP


              The        N                            V              NP      on Tuesday


                           Boy                     kicked        the ball          

To summarise, then, a phrase always contains a head of the same type. A two bar phrase (X’’ or XP) consists of an obligatory single bar head (X’) a specifier position (which may be filled or unfilled) and a possible adjunct.  A single bar phrase (X’) consists of an obligatory no-bar head (X), although this may be contained in a further single bar phrase, and possible complements (where specified by the head’s lexical entry). An X’ phrase may be split, recursively ad-infinitum, into a further X’ phrase and an adjunct, which must always be a complete phrase.

1.1.2 Functional phrases

So far, only lexical phrases (those headed by a N, V, A or P) have been included in the discussion. Principles and Parameters theory also includes functional phrases, of which the two most important are the Inflectional Phrase (IP) and the Complementizer Phrase (CP). 

The Inflectional Phrase (IP or I’’) is needed to account for tense and agreement marking on the verb (for example the –ed inflection on kicked in sentence (1)). It is necessary to posit an abstract inflectional element (I), rather than just storing the appropriate marking with the verb, as the realization of the inflectional element can differ between sentences. For example, in English, although tense and agreement are realised as verb inflections, this inflection is sometimes attached to a main verb (kick-s) and sometimes to a preceding auxiliary verb (is/was kicking). The inflectional phrase (IP or I’’) contains a specifier position and a single bar phrase I’, consisting of a head I (an abstract element that may be realised as a verb inflection or an auxiliary verb) and a complement: the VP that is the uninflected sentence (although the VERB, AUX, DP and so on are said to move to IP to receive or check the appropriate inflection). I is unusual in that it encodes two features; tense and agreement. Chomsky (1991) therefore replaced the IP with two separate phrases: TNSP for Tense, and AGRP for agreement. IP is still often used as a shorthand for TNSP and AGRP combined, and will be used as such here, where appropriate.
As for the IP, the Complementizer Phrase  (CP or C’’) consists of C’ and a specifier, whilst C’ includes the head C and a complement. In the simplest case, the head C is an actual complementizer such as whether, and its complement is the rest of the clause. 

(5) He wondered  [CP [C’ [C whether]] [IP it would rain]]

In many cases the CP is not an actual complementizer, but an abstract element. Under Principles and Parameters theory, every sentence has a CP, whether or not it has a complement clause. The rationale behind this lies with the concept of syntactic movement. According to Chomsky (1957) a sentence has an underlying D- structure and a surface S-structure, which corresponds to the written or spoken sentence. The S-structure is derived from the D-structure by movement. For example, the sentence with the S-structure

(6) are you playing football ?

is derived from the D-structure

(7) you are playing football

The constituent are moves to the start of the sentence leaving a trace t:

(8) are you t playing football?

This constituent cannot, however, move outside the phrase structure of the sentence, it needs to fit into the structure somewhere. If the sentence is given a CP, but the head is not filled by an actual complementizer, since there is none, then the moved constituent has a landing site to move to: The auxiliary are moves to the empty head position (C), whilst the rest of the sentence (shown here as an IP which would contain the V’’ etc…) is a complement of the head

(9) [CP [C’ [C are] [IP you t playing football] ?

Experiment 1 of the present thesis (Chapter 3) tests theories of language acquisition which appeal to this notion of syntactic movement.  

In Chomsky’s more recent work (Chomsky, 1993) further functional phrases are posited. A negation phrase NEGP, headed by a negation particle, is introduced to deal with negation. The AGRP introduced in Chomsky (1991) is further split into AGRsP and AGRoP - agreement of subject and object respectively - to take account of the fact that in some languages, such as French, certain verb forms must agree with their direct objects, as well as their subjects.  The ordering of phrases assumed under Chomsky’s (1993) analysis
 is shown in (10).

1.1.3 Minimalism

The minimalist analysis differs in many important respects from earlier Chomskyan approaches. No longer are sentences analysed as having an S-structure derived from a D-structure by the process of movement. Rather, lexical items inserted in the VP must undergo a process of checking; moving up the tree to have their features checked for AGRs, TNS, NEG (if the sentence is negative) and AGRo. For example, the verb of the clause originates in VP, with appropriate inflections already in place, and must move through the head positions of AGRoP (for languages in which verbs agree with their object) NEGP (if the sentence is negative), TP and AGRsP to check that the inflections are correct. Checking can occur at the functional head itself (AGR, NEG etc), contained within an X’, or at another position in the head’s checking domain: the adjunct or specifier but not complement. Figure (10) overleaf illustrates how this checking process operates for a simple sentence (NEGP is, in fact, projected only for negative sentences, and is shown here solely to illustrate an idealised tree structure).

One important difference between the minimalist analysis and older Chomskyan analyses is that the verb no longer picks up the appropriate features of TNS and AGR as it moves into these functional head positions. Rather, the inflected verb is selected from the lexicon, and its features are checked as it moves through the relevant checking domains.  Just as verbs must have their inflections checked, DPs (or NPs) are subject to the process of Case-checking. For example, in (10), the DPs he and her must move to AGRsP and AGRoP to check off nominative and accusative case respectively. 
After items have been selected from the lexicon, they then project their argument structure (for example V projects a VP), and the projections are joined together into a syntactic structure under the operation MERGE  (or, under some accounts, stem forms and inflections are selected separately from the lexicon and joined under MERGE). 
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Elements then move up the tree to have their features checked as appropriate. At some stage, the structure is sent to the semantic (Logical Form: LF) and phonetic (Phonological Form: PF) interfaces, via the spell-out operation.  If features are not checked off before spell out, or do not meet the conditions of well-formedness required by the LF and PF (e.g., if the accusative form him is used in place of the nominative form he, or vice versa) the derivation will crash, and an ungrammatical utterance will result.  When the derivation converges at LF and PF, a grammatical utterance results.  

1.1.4 X-bar theory: Conclusion

Although, as will be argued in later sections, the Chomskyan framework has many shortcomings, the Principles and Parameters approach has been extremely influential in the field of language acquisition. The following section considers a number of theories which adopt this framework. In accordance with Chomsky’s own views on language acquisition, these theories are deeply nativist, in that they assume that the learner is innately endowed with the principles of Universal Grammar. 

2.0 Generativist Theories of Language Acquisition

Generativist theories of language acquisition can generally be subsumed under one of two theoretical frameworks. Under Structure Building accounts (2.1), the child’s grammar is qualitatively different from that of the adult as it lacks syntactic categories. The child’s grammar develops into the adult grammar as these structures are acquired and mastered. This acquisition is triggered either by lexical learning (Radford, 1995;1996) or by maturation (Radford 1990; Wexler 1998).

The second broad group of theories can be termed Full Competence accounts (2.2). Under this view, grammatical categories and the relations between them are fully specified in the child’s innate knowledge of X-bar syntax, and do not need to be learned. Most full competence accounts appeal to the notion of Parameter Setting: The child must use some minimal trigger in the linguistic input (just one utterance under many theories) to set parameters which specify the particular version of Universal Grammar (UG) instantiated in the target language. For example, the most commonly discussed parameter is the Head Direction Parameter, which specifies whether heads precede (as is the case in English) or follow their complements.

Since children’s language clearly differs from that of adults, Full Competence theorists need to specify some factor which obscures this competence. Proposed factors include general Performance Limitations (Valian, 1986;1991), (Pragmatic) Principles which are subject to UG-Constrained Maturation (Wexler, 1998; Hyams 1999) and ignorance of precise verb semantics (Pinker 1984, 1989). In this section, the dominant and best-specified theories in each paradigm are outlined and analysed.

2.1 Radford’s structure building theory

Radford (1995, 1996), building on earlier work (1986,1990, 1992, 1994) presents a well-specified, testable theory of syntax acquisition (see Aldridge, 1989; Vainikka, 1994; and Guilfoyle and Noonan, 1988 for related theories). Radford argues that Early Child English, covering the period from around 20-24 months (+/- 20%) differs from adult language in two crucial respects. Firstly, children at this stage are said to “lack functional heads (auxiliaries, complementizers, determiners, case particles) and their projections altogether” (1995: 483). Thus, in this period, we would expect to see no productive use of auxiliaries (be, have), complementizers (what, which), determiners (the, a) or appropriate case marking (for example appropriate use of me vs I). Furthermore, since the child is not able to project the head constituent C, the grammar will lack a landing site (see 9 above) into which sentence constituents can be moved. Thus we would also expect to see no productive use of subject-auxiliary inversions in yes/no or wh- questions (or, indeed, of auxiliaries altogether) or of any other sentence types requiring movement into the specifier position of CP. Similarly, the lack of I projections means that we would expect to see no productive use of tense and agreement affixes (such as kick-s, kick-ed) or of auxiliaries. Radford argues that children at this stage systematically omit determiners, due to the absence of a determiner system.


Secondly, and relatedly, the child’s grammar at this stage is argued to be purely lexical-thematic in nature. The grammar consists solely of projections of the primary lexical categories (NOUN, VERB, ADJECTIVE, PREPOSISTION). Thus the structure of an utterance such as boy kick ball (lacking determiners or tense/agreement marking) would be:

(11)  [VP [NP boy]  [V’ [V kick] [NP ball] ] ]

The relations that hold between the constituents of this utterance are lexical-thematic, rather than syntactic, in nature. The verb kick requires a kicked object argument, and so theta-selects the NP ball, its sister constituent. Similarly, the V’ phrase kick ball theta-selects a kicker, boy. (Theta or semantic selection, rather than syntactic category selection, applies here, as the child’s grammar is argued to be purely lexical-thematic). 

Since the child’s grammar is, at this stage, purely lexical-thematic, the theory predicts that early child utterances should contain no productive non-thematic constituents, such as the dummy it’s in expletive constructions (12) or the case particle of before nominal noun complements (13).

(12) Raining (=It’s raining, Jenny 22 mths, Radford 1995: 491)

(13) Cup tea (=a cup of tea, Stefan 17mths, Radford, 1996: 492)

Radford (1996) explicitly rejects maturational accounts (cf 1990), offering, instead, a teological explanation as to why functional categories appear only after lexical categories: Functional phrases are projections of lexical phrases. To take sentence (10) as an example, the VP He likes her must project (amongst others) an AGRoP to check that the correct (accusative) form of the third person feminine pronoun (her as opposed to she) has been selected from the lexicon. To make the correct projections, the child must acquire the lexical entry for the relevant verb. For example an AGRoP must be projected only for verbs that take a direct object such as like (and not, for example, for intransitive verbs such as sneeze). Functional categories appear after lexical categories, then, because the correct functional projections can be made only after the child has acquired members of lexical categories (e.g., VERB), along with the lexical entries that determine their functional projections. 


When the functional systems (CP, IP, DP) come on line, there is a transitional period in which children appear to “code switch” between the early-child lexical-thematic grammar, and the adult system. Radford argues that children do not, in fact, code switch. Rather, in this intermediate stage, the child has acquired the functional systems, but not yet mastered the correct adult usage of them. To take IP as an example, Radford proposes that in this stage, children “sometimes use null allomorphs of auxiliaries like be/have/do where adults use clitic allomorphs” (1995: 501), thus producing utterances such as 

(14) He 0will [*] make me cry, won’t he ? (Anna, 44months, 1995: 501)

Because clitic allomorphs (‘m, ‘ve) lack phonological salience, the child may incorrectly interpret auxiliary verbs as having a null allomorph. In (14) the won’t he tag question indicates that the child has acquired the IP system, and is aware that an auxiliary verb will is required, but thinks that a null allomorph form is acceptable in the main clause.


Radford’s theory is attractive in its elegance and simplicity. Unfortunately, the data from early child language are simply not compatible with a strong version of the theory, whilst a weakened version generates no testable predictions (see Rowland, Pine, Lieven and Theakston, unpublished manuscript). A strong version of the theory (as outlined in Radford 1986, 1988, 1990) makes the prediction that no grammatical items associated with functional categories should be present in early child English. Data presented by Valian (1986, 1991), discussed in Section 2.2.1, demonstrate that items such as case-marked pronouns, determiners, and tense and agreement marking are, in fact, present in the speech of children aged as young as 2;0. Therefore, in later accounts, Radford (1990, 1992, 1995, 1996) argues that items associated with the CP, IP and DP systems may be present in children’s speech, but only either as part of rote-learned or semi-productive chunks such as where X go? or used incorrectly due to a misanalysis of adult utterances. For example, the child may misanalyse wh- operators as subjects, thus producing utterances such as Where’s the dog or where’s him? in which where is the NP subject of a simple lexical VP clause:

(15)  [VP  [NP where]  [V’ [V is] [NP the dog] ] ] ? 

Whilst these modifications are plausible, they render the theory untestable and devoid of any predictive power, since any functional items that do appear in the so-called lexical stage can be dismissed post-hoc, for example as part of a rote-learned chunk. Radford (1990, 1992, 1995, 1996) attempts to remedy this situation by outlining criteria for formulaic, as opposed to productive utterances. For example, utterances are classed as formulaic because they are repeated monotonously, because only one verb form is ever used, or because a specific, unusual word order is always used.  However, these criteria are applied inconsistently, and, worse, more strictly to functional than to lexical items (Rowland et al., unpublished manuscript; Gathercole & Williams, 1994). For example in Radford (1990), correct wh- questions are dismissed as they “have an unmistakably semi-formulaic character about them” (Radford, 1990: 132), whilst incorrect wh- questions such as “doing what?” are taken as evidence that the child lacks a CP system, and thus, a specifier position of CP into which the wh- word can be moved (see Chapter 3), even though such utterances could equally well be rote learned chunks (from adult echo-questions such as you’re doing what?).  As Rowland et al. (unpublished manuscript) point out “examples compatible with the theory are accepted, but examples that do not fit the theory are dismissed” (p8).


A strong version of Radford’s theory also generates the converse prediction that when a functional category comes on line, the appropriate functional items should very quickly appear in the child’s speech, and should always be used correctly. When errors do persist into the functional stage, Radford argues that the functional items have been “acquired though not yet mastered” (1990: 507). For example, with reference to the IP system, Radford (1995) claims that the functional-stage child may perceive auxiliaries as having null allomorphs due to a lack of phonological salience (as explained above). Yet with no independent definition of mastery, Radford can, once again, reject any data that are incompatible with his theory.  As discussed in more detail in Section 3.0, Wilson (2003) provides evidence that, for individual children, the development of several morphemes that instantiate the category IP (copula BE, auxiliary BE, and the 3sg present tense morphemes –s and –ing) varies significantly, undermining any account where a unitary IP category comes online at some stage in development. 


Without strict definitions of productivity and mastery, Radford is free to interpret the same type of error as compatible with either the lexical stage, or the functional stage, depending on the stage to which the child’s grammar has notionally been assigned. Rowland et al. (unpublished manuscript) analysed two to three year old children’s wh- questions and found that “the children studied produced many of the same types of errors at all stages of development” (p.1). Radford’s theory, then, can only be made to fit the data if it is weakened to such an extent that, with appropriately selective use of the criteria of productivity and mastery, it could be used to explain almost any developmental pattern. Since it generates no testable predictions, and is therefore empirically irrefutable, Radford’s ”theory” is, in fact, little more than a descriptive account, and, hence, of little value. 

2.2 Full competence accounts

2.2.1 Valian’s general performance limitations account

Valian’s (1986, 1991) Performance Limitations theory, is, in many ways, the converse of structure building theories such as that proposed by Radford. Where Radford argues that the young child has no syntactic (functional) categories whatsoever, Valian (1986, 1991) claims the child is operating with syntactic categories from the beginning, since these categories are specified in the Universal Grammar with which the child is innately endowed:

The child’s first syntax is a skeletal mobile consisting of the entire tree in Figure 1 [this figure depicts a generalized phrase structure tree consisting of V,N,I,C and their projections] with the nodes unfilled and with the order of SPEC, head and complement left free. We favour this version on the assumption that all the elements in the skeletal tree…are universal and innate. The developing child learns how to lexicalize the nodes, learns what the proper phrase orders are in her particular language, and learns what empty categories exist in her language. Valian (1991: 78)
Valian makes no prediction as to when or how correct phrase order is learned. However, for functional and lexical categories alike, “learning” is simply a case of learning the correct ordering of these categories, and except in the case of certain functional categories, filling in these categories with exemplars  (“lexicalizing the nodes”). 


Since the child is hypothesised to have full competence with regard to syntactic categories, Valian (1991) proposes three performance limitations, to account for the fact that children’s utterances differ from those of adults. 


The first limitation is that of processing load. Constructing an utterance requires the integration of a number of tasks such as finding the words in the lexicon, retrieving the appropriate syntactic structures and taking into account the listener’s prior knowledge, to name but a few. Compared to adults, children have less practice at integrating these tasks, and a smaller working memory. Thus when processing load is high, this may cause the child to omit words, leading to the types of errors commonly observed in childhood speech. In support of this claim, Valian (1991) cites Bloom’s (1990) analysis of the Brown (1973) corpus, which demonstrates that children’s VPs were longer when a subject was absent than when it was present, in which case the hypothesised processing load would be greater. Valian (1991) also cites her earlier (1986) study, which showed that, for children below MLU 3.5, determiners, adjectives and nouns occurred only in object NPs, and never in subject NPs. The argument here is that processing load is greater for subject NPs, as they occur at the beginning of the sentence, when the child is planning the utterance. 


Valian’s (1991) second hypothesised performance limitation is the ignorance of adult acceptability conditions. This limitation appeals to the classic Chomskyan distinction between competence (one’s underlying knowledge of core grammar) and performance (the utterances actually produced). Certain utterances may be ungrammatical in terms of underlying grammatical competence, but acceptable in production (performance) due to pragmatic or discourse factors. For example, the sentence

(16) (*) Sings like a dream (from Valian, 1991: 33)

is technically ugrammatical, as the verb sing c-selects an obligatory subject, which cannot be null. However, as a continuation of sentence (17), it is acceptable.

(17) She’ll be a big hit (from Valian, 1991: 33)

Children, then, may omit subjects, not because of a deficit in competence- they know that English verbs require a non-null subject (at least once they have “learned what empty categories exist in [their] language” Valian, 1991: 78)- but because of a deficit in performance: an ignorance of the conditions under which certain ungrammatical utterances are acceptable. 


Valian’s (1991) third proposed performance limitation is a “tendency to omit unstressed syllables in utterance-initial position” (1991: 34). As a proposed performance limitation, this is somewhat vague as Valian (1991) does not speculate as to what the cause of this “tendency” or “bias” (p.34) might be, leaving open the possibility that it is a consequence of some other factor or limitation. Such a bias would explain several omission phenomena common in childhood speech such as the omission of subject determiners (e.g., a, the) and subject pronouns (e.g., I, he, she, it). In support of this proposed bias, Valian (1991) cites a study conducted by Gerken (1991) in which children were asked to repeat sentences containing subject and object NPs that were either full NPs, with or without determiners (proper names), or pronoun NPs. Gerken (1991) found that both pronouns and determiners were omitted significantly more often in subject than in object position, which she interpreted as a bias against beginning an utterance with an unstressed syllable. This explanation also accounts for Gerken’s (1991) finding that subject NPs were omitted more often than object NPs (19% omission vs 1% omission). Valian (1991) argues that this bias, in a weakened, form persists into adulthood. For example sentence (18)

(18) *Can sing like a dream

is less acceptable as a continuation of (17) than is (16), because (18) begins with an unstressed syllable, whereas (16) does not.


Valian claims, therefore, that these “factors independent of syntactic competence are partially or wholly responsible for children’s omission of subjects in particular and of syntactic elements in general” (1991: 34). To support this competence hypothesis, Valian (1986) attempts to show that children do possess syntactic categories and, taking subjects as a particular test case, that they are aware that, in English, sentences require subjects (Valian, 1991). 


Valian (1986) examined data from six children aged between 2;0 and 2;5 (MLU: 2.93 to 4.14) for evidence of six syntactic categories: determiner, adjective, noun, NP, preposition and PP. Valian’s (1986) approach was to assign words in the children’s speech to the syntactic categories to which they would be assigned in adult speech, “using linguistic and social context as guides” (p.564), then search the corpus to determine whether items classed as members of a particular category were used as they would be in adult speech, using a set of pre-specified criteria. To take the class of determiners as an example, the data were examined to see whether the child’s use of items that would be classed as determiners in the adult grammar (e.g., the, a, my, some) conformed to the following criteria:

Must appear, if present in NP, pre-Adj or pre-Noun or pre-both

Must not stand alone as sole constituent of an utterance or phrase

Must not be sequenced (exceptions: certain quantifiers) (Valian 1986: 565)
Children’s performance with items from these six syntactic categories, as assessed against the criteria outlined, was close to error-free. Valian (1986) also points out that the items present in each category were semantically heterogeneous, to pre-empt any claims that the children could have been operating with semantic rather than syntactic categories. 


Valian (1991) examined a corpus of 21 American children, aged between 1;10 and 2;8 (MLU: 1.5 to 4.4), and 5 Italian children, aged between 1;6 and 2;7, for evidence that American children “understand that English requires subjects” (p.21). The American children were compared to Italian children, as Italian is a so-called pro-drop language: verbs do not require an overt subject. As with the previous study, sentence constituents which would be analysed as subjects in the adult grammar were classified as such in the children’s speech, and evidence for their appropriate usage sought. Although the American children did not produce subjects for anything like all their utterances (23% for the youngest children, rising to 77% for the oldest), even the youngest American children (1;6 to 2;0) produced subjects twice as often as their Italian counterparts. American children also produced examples of pronominal subjects, expletive subjects (it’s raining), which are not present in pro-drop languages, modals and semi-auxiliaries (wanna, gonna and hafta), and past tense (-ed), third person singular (-s) and infinitival (to) verb marking, constituting evidence for the existence of a verb category at this age.


Valian’s (1986, 1991) data constitute evidence against two classes of theory. Theories such as Radford’s (1995, 1996), Structure Building Hypothesis, in which early child grammar consists solely of lexical categories, predict that many items observed by Valian (1986, 1991) in the speech of young children should not, in fact, be present at this age. Theories in which syntactic categories develop from semantic categories (e.g., SUBJECT from AGENT, or NOUN from CONCRETE OBJECT), such as those proposed by Pinker (1984, 1989) and Schlesinger (1988) are incompatible with Valian’s (1986) finding that the categories with which the two-year old children studied were operating were (at least according to her criteria) semantically heterogeneous. 


However, Valian’s (1986, 1991) data provide only extremely weak support for her own performance-limitations account. It is fallacious to infer complete knowledge of a category on the basis of the correct use of some of its members. Since Valian categorises items in the child’s speech according to the adult grammar, she is, in effect, ruling out a priori the possibility that the child could be operating with a different grammar (Pine, Lieven and Rowland, 1998). One possibility is that the child’s categories are more limited in scope than the adult’s. For example, where the adult has a determiner category, the child may simply have the categories the and a, with a single member in each. If a particular child were to use the but never a with some nouns, and show the opposite pattern for others, this latter interpretation would be far more plausible than one which attributed a fully-fledged determiner category to this child.  Pine and Lieven (1997) analysed the data from 11 children aged between 1;0 and 3;0 and found just such a pattern.  Five of the eleven children showed no overlap whatsoever in the contexts in which they used the articles the and a. That is, if any one of these five children used the with a particular noun, they never used a with that noun, and vice-versa. 

Pine, Lieven and Rowland (1998) conducted an analogous analysis with respect to the verb category posited in Valian (1991). Using a corpus of twelve children aged between 1;5 and 2;7 (MLU: 1.1-3.1) they investigated the degree of overlap between the use of the present progressive (-ing), the third person present tense (-s) and the past tense (-ed) morphological markers on verbs. Again, the majority of children showed no overlap whatsoever between the contexts in which particular inflections were used. For example, no child produced both a third person present tense (-s) and a past tense (-ed) inflection with the same verb.

Theakston, Lieven, Pine and Rowland (2001) specifically investigated Valian’s (1991) proposed processing load limitation in a naturalistic analysis of data from nine children aged between 1;10 and 2;0, chosen to match the MLU of the children studied in Valian (1991).  Valian (1991) predicts that young children will produce more intransitive than transitive utterances, because intransitive utterances do not require a direct object, and so have a smaller processing load than transitives. According to Valian (1991), this intransitive bias is not caused by children using only those verbs which are exclusively intransitive (e.g., sneeze). Rather, children are aware that certain verbs (e.g., eat) can be used in either intransitive or transitive frames (“mixed verbs”), but choose to use them exclusively in intransitive frames, to avoid imposing upon themselves an excessive processing load. Children are predicted to produce a greater proportion of transitive utterances, and a smaller proportion of intransitives, as they grow older and the limitation of processing load is reduced, as working memory develops. 

In line with this prediction, Theakston et al. (2001) found that at their Stage 1 (MLU= 1.66) a mean of 49% of all verb uses were in intransitive frames, as compared with 40% in transitive frames. Furthermore, as predicted, as MLU increased to 2.49 (Stage 3) the mean proportion of intransitive frames used fell to 34%, whilst the mean proportion of transitive frames used grew to 55%. However, an analysis at the level of individual verbs demonstrated that children did not, in general, initially use a particular mixed verb only in an intransitive frame, and then later use this verb also in a transitive frame. In fact, the increased proportion of transitive frames (and decreased proportion of intransitive frames) at Stage 3 was simply a consequence of children learning a number of new verbs, which they used exclusively (or predominantly) in transitive frames. For the majority of children, around 70% of mixed verbs were used exclusively in either transitive or intransitive frames and “a clear predictor of the frames used with specific verbs…was the frames used by the children’s mothers with those same verbs” (Theakson et al., 2001: 128).

In summary, the studies conducted by Pine and Lieven (1997), Pine, Lieven and Rowland (1998) and Theakson et al. (2001) show that whilst, at an abstract level, the data may appear to pattern in a manner consistent with a performance limitations account, the reality is that children do not appear to be operating with abstract categories at all. When the data are analysed at a lexical level – the level at which the data suggests children initially operate – they do not, in fact, provide any support for a performance limitations account of the type advocated by Valian (1986, 1991).
2.2.2 Parameter setting accounts

Under parameter setting accounts of language acquisition, principles of UG are innately specified, but are subject to parametric variation. The task of the language learner is to use the input to set the parameters of the language being learned. Examples of proposed parameters include the pro-drop parameter (Hyams, 1986), the head direction parameter, and the V2 Parameter (Chomsky, 1981). 

2.2.2.1 Wexler’s (1998) agreement/tense omission model (ATOM) and very early parameter setting (VEPS)
Wexler (1998) presents a radically full-competence account. Under this account “if the language exhibits a certain value of [a] parameter, then a child learning that language has set the parameter for that language from the earliest observation we can make” (p.30). Wexler (1998) terms this the Very Early Parameter Setting (VEPS) hypothesis and makes a similar, and related, claim regarding inflection, under the term Very Early Knowledge of Inflection (VEKI).  Wexler’s evidence for this claim is basically just that children do not seem to make word order errors, even from the earliest stages of language. For example, English children almost never place the negation particle not after the verb, whilst French children never incorrectly place the French equivalent pas before a finite verb (Pierce, 1989).


According to Wexler (1998), the “one UG difference” (p.43, italics in original) between the child and the adult grammars, is that the child displays so-called Optional Infinitive (OI) behaviour. Shutze and Wexler (1996) characterize the OI stage as follows:

T[NS] and AGRs can be independently un(der)specified in children’s root clauses… Tense or Agr may be independently missing (or have a negative value) in finite environments. (p677, line 32- p678, line 1)
Thus, the ATOM predicts the following pattern of errors in the OI-stage child (from Shutze and Wexler, 1996: 678):

[+tns, +agr]
NOM assigned




he cries

[+tns, -agr]
NOM unassignable, default ACC surfaces

him cry, him cried

[-tns, +agr]
NOM assigned, agreement invisible


he cry, he crying
[-tns, -agr]
NOM unassignable, GEN assigned


my cry, my crying
In the second case, nominative case (he) cannot be assigned, as the case of the subject is assigned (or checked) at AGR, which is not specified. When case cannot be assigned, the default case surfaces. English is unusual in that ACC, and not NOM, is held to be the default case, the default case being the case used in utterances such as (from Shutze and Wexler, 1996):

(19) Me/I*, I like beans

(20) Me/I* too

(21) It’s us/*we

In the third case, AGR is specified; hence NOM is assigned to the subject. Although AGR is specified, the agreement on the verb (or auxiliary) is invisible. It is impossible for AGR to check (or assign) the correct form of the verb (cries/cried) or auxiliary (is/was), because with TNS unspecified, AGR does not “know” whether to check (in this case) past or present tense marking. Thus in this case, either the bare stem form (cry), or a compound form with omitted auxiliary (crying) surfaces.
In the final case, GEN is assigned, in the same way that when no INFL is present in adult utterances, in the case of gerunds, genitive case is assigned:

(22) His crying/cry (upset me)

Importantly, there is no combination that would give rise to an utterance consisting of a non-nominative subject with a verb form that is correctly marked for person such as sentence (23) below:

(23) *him cries/is crying
Note however that (24) is generable as the –ed suffix does not unambiguously encode for person

(24) him cried

The combination illustrated in (23) is impossible under the ATOM because the presence of a non-nominative subject demonstrates that AGRs is unspecified (hence the default case surfaces). If AGRs is unspecified, then there is no checking domain of AGRs into which the verb can move to check (or receive) appropriate agreement marking (see (20)).  Note, however, that the verb can still receive TNS marking, so long as the morpheme/verb form that encodes tense does not also encode agreement (hence 24 is possible but 23 is not). Alternatively, utterances such as him cries could be analysed as specifying both AGRs and TNS, with AGRs incorrect. However, such utterances would still be predicted not to occur, as, under the VEPS/VEKI hypothesis, Wexler (1998) predicts that when AGRs and TNS are specified, they are used correctly. Either way, the ATOM predicts that utterances such as him cries/is crying will not occur. This prediction is made explicit in Shutze (2001):

The ATOM predicts that non-NOM subjects should occur only with non-agreeing verbs. (p.508)

We will return to this prediction after discussion of Wexler’s (1998) explanation of, and evidence for, the ATOM model.


It has not always been clear in the OI literature exactly why children should believe that AGR and TNS are optional in finite clauses. Wexler (1998) proposes that OI children are subject to the Unique Checking Constraint (UCC); that the D-feature (determiner feature) of a DP can check against only one functional category. If both AGRs and TNS are projected, then the DP cannot check off the features of both, so the derivation will crash. As the child is innately endowed with this principle of UG (that unchecked features will cause the derivation to crash), he thus projects either AGRs or TNS but not both. This means that the derivation will converge, but either AGR or TNS will be unspecified (Wexler does not discuss the case where neither AGR nor TNS are specified). 

To explain why the child is subject to the UCC, Wexler (1998) appeals to Chomsky’s (1995) distinction between interpretable and uninterpretable features. Interpretable features do not delete after checking, as they must remain in the derivation until LF, and so can check more than once.  Uninterpretable features are not allowed at LF, and so delete after checking, and can check only once. Wexler (1998) argues that the OI child has a “possible interface/pragmatic deficit” (p.69) that results in the D-feature of DP being incorrectly regarded as uninterpretable. Hence the D-feature of DP can be checked only once, hence the UCC, hence the ATOM, hence OI behaviour. To explain why the child might misinterpret determiner features, Wexler (1998) notes that “children in the OI stage often delete determiners” and “often use the instead of a” (p.69), but concedes that the relationship between determiner omission and interpretability “isn’t clear” (p.69).  To account for the fact that children clearly move out of the OI stage, and “drop” the UCC, Wexler appeals to the principle of UG-Constrained Maturation:

The child’s possible grammatical representations are a subset of UG representations with wild “non-UG compatible” representations ruled out. Thus the move from OI syntax to adult syntax is a case of pure growth. (Wexler, 1998: 63)
Thus the child’s OI grammar matures into the adult grammar with no need for learning, rather like “the development of a second set of teeth” (Wexler, 1996: 117)


To provide support for his model, Wexler draws on Shutze and Wexler (1996), in which data from three children (Nina, Peter and Sarah) are used to demonstrate that the vast majority of non-NOM subjects occur with non-finite verbs (recall that they may never, under the model, occur with correctly agreeing verbs) whilst the majority of NOM subjects occur with finite verbs.  Shutze and Wexler’s (1996) argument is basically that when AGR and TNS are specified, children’s case marking is “essentially perfect” (p.672). In simple terms, when children do use AGR and TNS they do so almost perfectly, they just do not know the conditions under which they must do so. 


Shutze and Wexler’s (1996) argument appears convincing on the surface but is actually rather spurious. Suppose, for example, that the majority of NOM subjects had occurred with non-finite verbs (the opposite of what was, in fact, observed). Since AGR and TNS are held to be optional for the child, this pattern of results can also be accommodated by the model. Clearly one particular pattern of results cannot be taken as evidence in support of a model if exactly the opposite pattern of results is equally consistent with the model. Recall however that the ATOM does make one specific prediction; that “non-NOM subjects should occur only with nonagreeing verbs” (Shutze, 2001: 508) or, more realistically that “this non-NOM­AGR rate should be essentially zero, modulo noise in the data” (Shutze, 2001, p.508). On the surface, Shutze and Wexler’s (1996) data would appear to support such an account as non-NOM subjects almost never occurred with finite verb forms, except sometimes with past tense –ed forms. For example, Peter does not produce a single exemplar of me plus a correctly inflected present tense verb (including auxiliaries and copulas) (e.g., me am playing), whilst this pattern accounts for only 1.7% of Nina’s first person singular utterances. 


However, as Pine, Rowland, Lieven and Theakston (submitted) point out, “the low frequency of non-NOM subjects with agreeing verbs has to be seen in the context of the frequency with which children produce non-NOM subjects and the frequency with which they produce agreeing, as opposed to non-agreeing verbs” (p.6). If it is the case that children hardly ever produce non-NOM subjects, and rarely produce agreeing verbs, then the observation that the two elements almost never occur together is not a theoretically important fact, but merely a consequence of the low frequency with which either occur independently. To address this concern, Pine et al. (submitted) reanalyzed the data from Shutze and Wexler (1996), calculating, for each of the three children, and for both 1SG and 3SG forms, the expected rate of non-NOM subjects + agreeing verb form (hence “expected error rate”) if such a combination were permitted by the child’s grammar. The expected error rate for each child is simply the number of non-NOM subjects multiplied by the proportion of verbs that unambiguously agreed with their NOM-subject (i.e., past tense and other ambiguous forms were counted as non-agreeing. Although this has the effect of reducing the expected error rate, Wexler (1998) in effect makes the same assumption by arguing that utterances such as him cried are grammatical for the OI child, although they are technically ambiguous). 


Pine et al. (submitted) found that only two of the six datasets, Nina’s 3SG and Peter’s 1SG had expected error rates substantially greater than zero (82.4 and 14.8 instances respectively). Since these are substantially higher than the observed rates (10 and 0 respectively), Pine et al.’s calculations do not really count against the ATOM for these particular children, although the expected error rates for the remaining four datasets were not substantially greater than zero (i.e., <1), implying that the ATOM “derives much of its credibility from the fact that, for most of the datasets available… [the predicted error rate]…is extremely low” (p.9).   

Pine et al. (submitted) consequently conducted a search of a recently published corpus (Theakston et al., 2001) which yielded four children (Anne, Becky, Gail and Joel) whose expected error rates for 3SG were significantly different to zero. For these children, and this subject+verb paradigm, the observed error rates were significantly closer to the expected error rate than to zero. A similar pattern was also observed for Kuczaj’s (1976) Abe. One child (Becky) even produced more errors than would be predicted (16 vs 13.5).  

Whilst they do not count directly against the ATOM, the data of Wilson (2003) would not seem to be consistent with the model. Using longitudinal transcripts from five children, Wilson (2003) investigated the acquisition of several morphemes instantiating both TNS and AGR  (copula be, auxiliary be, and the 3sg present tense morphemes –s and –ing) for each child individually. These findings are discussed in more detail in Section 3.0 below. For now, suffice it to say that, for each child individually, the morphemes showed significantly different patterns of development, suggesting that the they  “do not depend on a unitary underlying category” (Wilson, 2003: 1). 

Theakston, Lieven and Tomasello (2003) present an alternative explanation of so-called optional-infinitive behaviour, arguing that children may produce non-finite forms (e.g., it go there) by reproducing chunks of language extracted from questions in the input (e.g., does it go there?). To test this alternative hypothesis, Theakston et al. (2003) taught two and three-year old children novel verbs by presenting these verbs in declarative sentences, questions, or both. As predicted by Theakston et al.’s (2003) hypothesis, but not by the ATOM, children produced more non-finite verb forms with the novel verbs that had been presented in questions than with those that had been presented in declarative sentences.
The ATOM is an extremely attractive model. It gives an elegant account of an important phenomenon in child language, grounded in a current linguistic theory, and is extremely well specified, and thus generates a testable prediction. Furthermore, the majority of the data are not inconsistent with the model. However, when the data are considered carefully, they are simply not consistent with an AGR/TNS omission account. The model makes only one testable prediction; that non-NOM subjects will not appear with verb forms correctly marked for AGR. In fact, not only is it the case that non-NOM subjects do occur with agreeing verb forms, but, for some children at least, they occur about as often as (or in one case more often than) one would predict, given the independent frequencies of non-NOM subjects and agreeing verb forms in these children’s data. Thus, the one testable prediction generated by the ATOM model is at odds with the data. 

2.2.2.2 Hyams’ (1999) pragmatic principle account


Hyams (1999) proposes a theory that is extremely similar to the ATOM, and seeks to account for many of the same phenomena. Under this account children have full syntactic competence (VEPS & VEKI) but lack a certain pragmatic principle, which results in underspecification of the subject of a clause. Hyams (1999) argues that when subjects are fully specified, inflection on the verb is usually present and correct. Subjects may be underspecified in one of two ways. Firstly, they may be omitted altogether. In contrast with earlier accounts (Hyams, 1986), Hyams (1999) argues that this is not the result of a mis-set null-subject or pro-drop parameter. Rather, children misinterpret the conditions under which subject ellipsis is permissible (see sentence 16, Section 2.2.1). Secondly, subjects may be present but non-finite. Hyams (1999) argues that nouns, like verbs, receive either finite or non-finite “tense”, indicated by the presence or absence of a determiner respectively (except for proper nouns). Under this account, when children acquire the pragmatic principle specifying that subjects must be present and finite, AGR and TNS omission will no longer occur. Hyams (1999) does not explicitly state how this principle is acquired, but her arguments seem most compatible with a maturational explanation:

Finiteness becomes obligatory when the relevant pragmatic principle develops (p.403, emphasis added)


Wilson’s (2003) data are just as problematic for Hyams’ (1999) account as they are for the ATOM model. Once children acquire the pragmatic principle, AGR and TNS marking should appear in all obligatory contexts. The finding that different morphemes that instantiate AGR and TNS should emerge on different timetables within individual children is completely incompatible with Hyams’ (1999) theory.


It would seem, then, that all models based on parameter setting are at odds with what we know about the piecemeal nature of children’s early language (see also Pine & Lieven 1997; Pine et al. 1998). Additionally, some authors (Atkinson 1996, Mazuka 1996) have argued that parameter setting theory is circular and, therefore, that the process itself is impossible. For example, to set the head direction parameter, using an input utterance, the child would have to identify one particular word as the head and another word (or phrase) as the complement. However, if the child is able to identify the head and the complement, then she will already be aware of their relative positions in the utterance, and there is no need to set the parameter. In conclusion, then, accounts based on the notion of parameter setting are circular and, in any case, do not fit the available data.
2.2.3 Semantic bootstrapping and semantic constraints- Pinker (1984, 1989), 


Since it assumes innate knowledge of X’ syntax, Pinker’s (1984,1989) theory can also be thought of as a full competence approach, where young children possess adult syntactic competence. (the so-called continuity hypothesis):

In the absence of compelling evidence to the contrary, the child’s grammatical rules should be drawn from the same basic rule types, and be composed of primitive symbols from the same class, as the grammatical rules attributed to adults in standard linguistic investigations (Pinker, 1984: 7)
This full syntactic competence is masked by imperfect semantic knowledge. Since the argument structure privileges of verbs are, to a certain extent, a function of their semantics, this imperfect semantic knowledge will lead to incorrect, over-productive use of adult-like rules, and hence to apparent syntactic errors.  

Pinker’s theory (1984) is perhaps the best specified of all full-competence approaches, in that it additionally discusses how the child could learn X’ phrase structure rules directly from the input (under Pinker’s theory, the child learns phrase structure rules and lexical entries, rather than setting syntactic parameters). This Semantic Bootstrapping hypothesis is considered below, followed by a discussion of the semantic constraints, which allow children to appropriately restrict their argument structure generalizations.

2.2.3.1 Semantic bootstrapping (Pinker, 1984)

Pinker (1984) proposes that the child’s genetic endowment consists (at least in part) of a list of universal syntactic categories (e.g., SUBJECT, VERB, NOUN), a list of universal semantic categories (e.g., AGENT of an action, ACTION, concrete OBJECT) and a set of linking rules to connect the two.  A background assumption is that the child can determine the semantic roles of elements of a sentence using the real-world context. For example, a child might hear the dog bit the man and see the action occur, with the dog as agent. The child uses these linking rules to map semantic roles onto syntactic elements. Taking SUBJ as an example, Pinker proposes that SUBJECT links to AGENT of an action (e.g., the dog bit the man), or if there is no agent to THEME (e.g., the sun is shining), or if there is no theme to GOAL/SOURCE/LOCATION. Similarly, the direct OBJECT links to PATIENT of an action, VERB links to ACTION and so on (though Pinker develops his proposal only with regard to SUBJECT). 


When the child hears a sentence which cannot be parsed using existing phrase structure rules, the child uses the so-called linking hierarchy, and innate knowledge of X-bar theory, to build as complete a tree as possible for the sentence. For example, this would allow the child who hears the dog bit the man to construct the following tree (from Pinker 1984: 71):

(25) [S [NPsubj [D the] [N’ [N dog]]]  [VP [V’ [V bit] [NPobj [D the] [N’ [N man]]]]]]

The child then reads off phrase structure rules such as S=NPSUBJECT+VPOBJECT, VP=V+NPOBJECT and NP=D+N’ and lexical rules such as bite (SUBJECT _ OBJECT). The phrase structure rules can then be used to parse sentences that do not have agents, concrete objects and the like, such as the situation justified the measure” (Pinker 1984, 73-75), or non-canonical sentences such as passives.

2.2.3.2 Semantic constraints on verb argument structure privileges

(Pinker 1984, 1989)

Leaving aside, for now, theoretical and empirical problems with the semantic bootstrapping hypothesis, the child uses this process to acquire the phrase structure rules and lexical entries of her language. The child also constructs lexical rules which link the several argument structure constructions associated with a particular verb to one another (Pinker’s theory is grounded in the theoretical framework of Lexical Functional Grammar in which constructions such as the dative and passive are not derived from other constructions by transformational rules.  Rather, all such structures are created by lexical rules stored with the verb’s lexical entry). Taking the so-called dative alternation as an example, the two-part rule shown in (26) links the give construction exemplified by sentence (27) to that exemplified by (28) from Pinker 1984: 293).

 (26) OBJ ( OBJ2, OBLgoal ( OBJ

 (27) Irving gave a ring to Shelia (SUBJ, OBJ, OBLgoal)

 (28) Irving gave Shelia a ring (SUBJ, OBJ2, OBJ)

Children and adults sometimes use these rules productively, applying them to other verbs. However, in the adult grammar, only a subset of verbs can felicitously enter into each construction. Pinker notes that such verbs share a common thematic core. For example, the dative SUBJ, OBJ2, OBJ construction has the core  “X causes Y to have Z” (Pinker 1989: 73). Thus the construction can be said to have a broad range semantic constraint.

 Entry into a particular construction is also contingent upon a verb’s membership of a “narrow conflation class” (p.106). To take the previous example, verbs “of instantaneous imparting of force…causing ballistic motion” (e.g., kick) may enter in to the SUBJ, OBJ2, OBJ construction, whilst verbs of “continuous imparting of force…causing accompanied motion” (e.g., carry) may not (Pinker 1989, p.110). Pinker argues that children have the correct lexical entries for each of their verbs, and respect the broad range semantic constraint, but may produce argument structure overgeneralizations by violating the narrow range constraint, due to an imprecise knowledge of the exact semantics of the overgeneralized verb. An example of such an overgeneralization with regard to the dative SUB,OBJ2, OBJ construction is shown in sentence (29) below (Pinker’s broad range possession constraint includes metaphorical possession such as that of a communicated message).

(29) I said her no 

(Christy 3;1, from Bowerman, 1988, reprinted in Pinker, 1989: 22)

Pinker argues that such overgeneralizations will disappear as the child acquires the precise correct semantic representation for each verb. 
Pinker’s (1984, 1989) proposal is extremely attractive in that it is the only theory which specifies exactly how a child could use her hypothesised innate knowledge of language to acquire syntactic rules. However, a number of empirical findings and theoretical considerations suggest that the semantic bootstrapping hypothesis is not, and indeed cannot, be true.  

To take the theoretical considerations first, Braine (1988) points out that, with regard to sentence subject, the linking hierarchy breaks down completely for ergative languages such as Yuwaalaraay, which do not have subjects in the sense that accusative languages such as English do, as illustrated by sentences 30-33 below (from Croft, 2001: 138):

English (accusative)

(30) Transitive: The snake (SUBJ) bit the man (OBJ).

(31) Intransitive: The woman (SUBJ) ran.

Yuwaalaraay (ergative)

(32) Ergative: The snake (ERG) bit the man (ABSOLUTIVE)

(33) Absolutive: The woman (ABS) ran

Furthermore, some languages use both accusative constructions and ergative constructions in different contexts (e.g., first versus third person). Worse still for Pinker’s (1984,1989) theory, Croft (2001) presents compelling arguments for the hypothesis that there are no universal syntactic categories such as SUBJECT (see Chapter 2).


Braine (1988) and Bowerman (1990) discuss a further theoretical problem for Pinker’s (1984, 1989) theory. Non-canonical sentences - those that violate the linking hierarchy, such as passive sentences or questions - would result in the child acquiring incorrect phrase structure rules. Pinker (1984) therefore proposes that parents or children must somehow filter out such utterances. This would seem rather unlikely; especially given that one analysis of twelve mothers’ speech to their two year old children (Cameron-Faulkner et al., 2003) found that only 15% of utterances had the canonical SVO form. To address the problem that one early non-canonical sentence could result in the acquisition of incorrect phrase structure rules, Pinker (1989) includes a mechanism for increasing rule strength for commonly used rules. In a sense, though, so called one-shot learning is the whole point of Pinker’s (1984) account. If this is abandoned, it is not clear why the linking rules are necessary, or, indeed, precisely how they would operate in each case. 


The empirical problem for the semantic bootstrapping account is that children not only hear but actually produce sentences which lack an actional agent (34), or, indeed, which violate the linking hierarchy completely (35), in their early speech.

(34) It has a hole (Lieven et al., 1997)

(35) Pete hurt by car (1;8: Tomasello, 1992)


Pinker’s (1989) semantic constraints on lexical rules hypothesis holds up rather better. Brooks and Tomasello (1999a), coming from a very different theoretical perspective, taught children aged 2;6, 4;6 and 7;0 novel verbs in either an intransitive or transitive construction and attempted to elicit generalisations to the non-attested construction. The actions described by the novel verbs were chosen to be similar to those described by either non-alternating verbs such as hit and enter or to alternating verbs such as break and roll. Children aged 4;6 and over tended to respect the relevant semantic criteria. Pinker (1989) reports similar findings with respect to the passive (Pinker, Lebeuax and Frost, 1987), dative (Gropen, Pinker, Hollander, Goldberg & Wilson, 1989) and locative (Gropen, Pinker, Hollander & Goldberg, 1991) constructions. However, Pinker’s proposal is specific to argument structure generalisations, and to English. This proposal could not be extended to (over)generalisations with no obvious semantic correlates (e.g., morphological generalisations, such as the +ed past tense “rule”), nor to syntactic constructions for which the behaviour of verbs is not subject to systematic variation on the basis of semantic class (such as the German fill X into Y construction; see Croft, 1998).

Furthermore, since Pinker’s (1984) semantic bootstrapping hypothesis has been rejected on good empirical and theoretical grounds, the constraints on lexical rules hypothesis is left without a tenable theory of phrase structure acquisition in which to ground itself. An alternative theory of phrase structure acquisition might not necessarily posit verb alternations linked by lexical rules stored with the verb. Moreover, it may be possible to propose a unitary theory in which one process, or set of processes, accounts for both the acquisition of the grammar (not necessarily a phrase structure grammar), and the retreat from overgeneralization. One example of such a theory (Tomasello 2003) is discussed in the following chapter. Semantic information will, of course, have a role in any such theory, but not necessarily so privileged a role as Pinker (1989) wishes to accord it.


In summary, Pinker (1984, 1989) has demonstrated that verbs’ argument structure privileges are not arbitrary, but are, to a certain extent, determined by verb-semantics. With regard to the acquisition of phrase structure, however, Pinker’s (1984) proposal is fatally flawed on both theoretical and empirical grounds. Overall, then, Pinker’s proposals offer very little to the theory of language acquisition. 

3.0 The Generativist Approach: Summary and Conclusion

All the generativist accounts considered here share one common and important prediction. Once the relevant parameters have been set, the pragmatic principles have matured, the verb semantics have been learned, or the relevant structures (IP, CP) have been built, the child will have acquired the adult grammar, and her speech will be essentially error free. Since they appeal to the X-bar theoretic notions of functional categories (CP, IP or AGR and TNS) these theories cannot help but predict parallelism in emergence of the items- be they words or morphemes- that instantiate a particular category. For example, if a child were to show essentially perfect use of the copula BE, this would indicate that AGR and TNS (or IP) were present, and that the child was aware that their use was obligatory. This being the case there would be no reason for a child to systematically fail to mark 3sg present tense where necessary. Yet precisely this pattern can be found in the data. Using a corpus of longitudinal transcripts from five children, Wilson (2003) shows that one child (Naomi: Sachs, 1983) correctly used the copula BE in 79% of obligatory contexts, but 3sg present tense agreement in only 13% of such contexts. In fact, Wilson’s (2003) data suggest that it would be impossible in principle to build an account of language acquisition based on X-bar theory. The problem is that another child Eve (Brown, 1973) shows precisely the opposite pattern, using the copula in 18% of obligatory contexts, and 3sg present tense agreement in 49% of such contexts; a statistically significant difference in the opposite direction. Naomi’s data alone are difficult to reconcile with current generativist theories, but even if some future theory were to build in a mechanism to explain this pattern, this theory would then make an incorrect prediction with respect to Eve’s data. Yet Wilson’s (2003) study poses another problem for generativist theories. In copula constructions, Adam (Brown, 1973) uses the copula form is correctly with this (this is…) on 73% of occasions but with that (that is…) on only 35% of occasions. These data, then, strongly suggest a role for lexical content; Wilson’s (2003) explanation being simply that Adam has learned this is but not that is/that’s as a chunk. 

By making reference to abstract functional categories which operate on variables such as N and V, generativist theories explicitly rule out the possibility of a role for lexical content. Indeed, this is the whole point of X-bar theory.  Again, it is difficult to see how generativist theories could be modified to include a role for lexical content given that, as both Nina (Suppes, 1974) and Sarah (Brown, 1973) show the opposite pattern to Adam, using is correctly with that on 91% (Nina) and 65% (Sarah) of occasions, but with this on only 48% and 13% of occasions respectively.  A similar naturalistic data study (Theakston, Lieven, Pine & Rowland; in press) demonstrated that the rate at which children supply the auxiliary verbs BE and HAVE in obligatory contexts differs for different lexical subjects, suggesting, again, that children acquire particular lexical subject + auxiliary chunks (e.g., that’s, he’s). Additionally, an experimental study conducted by Theakston et al. (2003; see Section 2.2.2.1), demonstrated that children were able to use the –s inflection to mark third person singular significantly more often with known verbs than with novel, experimentally taught verbs. Again, the implication is that children are acquiring concrete chunks of language (e.g., play-s) rather than producing such forms by application of formal principles. 


By basing their accounts in the theory of X-bar syntax, generativist theorists have been able to construct well-specified, highly elegant, mechanistic accounts. However, the elegance of these theories is both their strength and their downfall. As the data of Wilson (2003), Theakston et al. (in press), Theakston et al. (2003), Pine and Lieven (1997), Pine et al. (1998), Rowland and Pine (2000) and countless other studies show, language acquisition is not elegant; it is piecemeal and uneven, both within and across children.


The nativist assumptions which underlie all generativist approaches have not been challenged up to this point. It should be noted, however, that many researchers feel that the positing of innate propositional content is at odds with what we know about the nature of the brain (Elman, Bates, Johnson, Karmiloff-Smith, Parisi and Plunkett, 1996). This is a moot point. Whether or not they are biologically plausible, and no matter how elegant and appealing they may be, the generativist theories discussed here simply do not, and most probably can not, fit the data. 
Chapter 2: A Constructivist Approach to Language Acquisition 


The data discussed in the previous chapter suggest that accounts grounded in the X-bar theory of syntax cannot be made to work. Many modern approaches to language acquisition therefore abandon X-bar syntax altogether, and adopt instead the theoretical framework of construction grammar. This approach circumvents the learnability problem introduced in the previous chapter. If what the child is acquiring is not an abstract, formal, infinite system but a network of constructions, then language is no longer unlearnable without the aid of innate knowledge of syntax. It is important to note that construction grammar itself is not an acquisition theory or a child grammar. Rather it is an alternative hypothesis about the end-state: the adult grammar.


Tomasello (2003) outlines a relatively complete constructivist, functionalist, usage-based account of language acquisition grounded in a version of construction grammar (though, of course, this account draws on the work of a large number of researchers in the constructivist tradition such as Brown, 1973; Braine, 1976, 1988; Bowerman, 1973, 1983, 1988, 1990; Lieven, Pine and Baldwin, 1997; Peters, 1986; Pine & Lieven, 1993, 1997; Pine et al. 1998; Brooks & Zizak, 2002; MacWhinney, 1987; MacWhinney & Bates, 1989; Braine & Brooks, 1995; Dabrowska, 2000; Rowland & Pine, 2000; Theakston et al., 2001). Following a brief introduction of construction grammar, this chapter will present an outline and evaluation of Tomasello’s (2003) theory.

1.0 Background to the Account: Construction Grammar

1.1 General principles of and evidence for construction grammar


A construction is a “form-meaning pair such that some aspect of [the form] or some aspect of [the function] is not strictly predictable from [the construction’s] component parts, or from other previously established constructions” (Goldberg, 1995: 4) Under construction grammar approaches, constructions, rather than lexical and functional syntactic elements, are considered the basic units of language. The grammar is viewed as a structured inventory of constructions.


Constructions, for example the English [SUBJECT] [VERB] [OBJECT] transitive construction, are a common concept in linguistics. Under generativist approaches, constructions are held to be epiphenomenal; arising out of the interaction between syntactic projections of individual lexical items and grammatical principles and parameters. Construction grammars, by contrast, posit the independent existence of constructions as symbolic units. To illustrate the advantage of this approach, Goldberg (1995) discusses the caused-motion construction instantiated in sentence (1) below:

(1) He sneezed the napkin off the table.

To account for the grammaticality of sentence (1), a generative grammar would have to posit an additional lexical entry for sneeze such as X causes Y to move Z by sneezing, which c-selects three arguments (something like sneeze: [SUBJECT]_ [OBJECT] [OBL]). This does not seem plausible as sneeze is, to quote Goldberg (1995: 9), “a parade example of an intransitive verb”:

(2) *He sneezed the napkin

Furthermore, if the verb to sneeze were to have two senses, corresponding to a) [SUBJECT]_ and b) [SUBJECT]_[OBJECT][OBL], we would expect some languages to differentiate between the two senses by using a different verb stem for each. Yet none do. 


Positing an additional sense for a verb simply because it can appear with a particular argument structure is ad hoc, independently unmotivated, and, hence, circular. Under Chomsky’s extended projection principle, the syntax of a VP is determined by the verb’s lexical entry, which specifies the number of arguments that it must project. Thus if a verb can appear with several different argument structures it is argued to have several different senses, each corresponding to a lexical entry specifying a particular number of arguments. The circularity arises as a verb can be argued to have an additional lexical entry specifying a particular number of arguments, simply on the basis that it sometimes appears with that number of arguments. 


The positing of additional senses seems particularly unwarranted in the case of verbs that can appear with a large number of different argument structures. For example, the verb kick, can appear with at least eight different argument structures, such as kick the ball, kick black and blue, kick the ball into the goal, kick Bob the ball (Goldberg, 1995: 11). It would seem implausible to posit the existence of eight different senses of kick (X kicks Y, X causes Y to become Z by kicking, X kicks Y to location Z and so on), each projecting a different argument structure, when the verb denotes essentially the same action in each. 


Construction grammar approaches seek to avoid these problems by positing the independent existence of constructions (the first of three essential principles of construction grammar set out by Croft & Cruse, 2004). Part of the meaning of an utterance such as (1) is held by the construction itself, independently of the particular words that make up any instantiation of it. Thus the construction [SUBJECT] [VERB] [OBJECT] [OBL] has a meaning in itself, that of caused-motion, that is not strictly predictable from its component parts (Goldberg, 1995: 199). Thus the meaning of sentence (1) is attributed not to some particular meaning of the verb sneeze, but, in part, to the meaning of the construction. As evidence that constructions have independent meaning, and hence independent existence, Goldberg notes that mature speakers sometimes produce utterances in which a verb is either created from a noun, or used in a novel sense, with the construction itself bearing the meaning of the utterance:

(3) Pat eyebrow’d her surprise (Goldberg 1995: 198)

(4) Pauline smiled her thanks (Goldberg 1995: 10)


Croft and Cruse’s (2004) second essential principle of Construction Grammar is the uniform representation of grammatical structures. Traditionally, the term construction has been used to refer to argument structure constructions: the arguments expressed by verbs.  Under construction grammar approaches, all grammatical structures are considered constructions. For example, to account for the productive use of the plural –s marker in English, a construction grammar might posit the existence of a morphological [NOUN] + s construction. 


Sentences 5-7 (adapted from Croft, 2001) illustrate Croft and Cruse’s (2004) third essential principle: the taxonomic organization of constructions in the grammar. Constructions can exist at different levels of schematicity, ranging from the most schematic (or abstract) to the most substantive (or concrete). 

(5) [SUBJ] [VERB] [OBJ]
Most schematic

(6) [SUBJ] kick [OBJ]

(7) [SUBJ] kick the bucket
Most substantive

Some constructions, such as the transitive construction (5) are entirely schematic, whilst some (such as how do you do?) are entirely substantive. Others, particularly idioms such as kick the bucket, fall somewhere in between. Any construction that has any formal or functional properties that are not strictly predictable from its component parts, or from other constructions, must be independently represented in the construction hierarchy. For example, kick the bucket is semantically idiosyncratic and so must be independently represented by its own node in the hierarchy. 


A taxonomic hierarchy illustrates how several constructions may be related to a more general construction. Constructions inheret properties of, and are instantiations of, their parent constructions. For example, the most substantive (concrete) constructions (11, 12) are both instantiations (and hence daughters) of a more schematic (abstract) construction (10). In turn, constructions (9) and (10) are both daughters of an entirely schematic construction (8). Properties, such as word order, need not be stored at each level of the tree, as they can be inherited from parent nodes.
   
                             (8) [SUBJ] [VERB] [OBJ]

(9) [SUBJ] kiss [OBJ]



      (10) [SUBJ] kick [OBJ]




(11) [SUBJ] kick the bucket                (12) [SUBJ] kick

 







         the habit

Construction Grammar has another important theoretical advantage over traditional generative accounts. Under such accounts (e.g., Chomsky, 1981), fixed idioms (13) and idiosyncratic constructions (7) are not part of core grammar (and hence are not subject to the principles of UG) and thus must be learned by rote.

(13) How do you do?

A problem for generativist accounts of syntax is the existence of mixed, semi-fixed expressions, such as those shown in (14) and (15)

(14) I wouldn’t live in London, let alone New York

(15) Him, be a doctor!

The problem is that, although idiosyncratic and very different to “normal” English sentences, these expressions are extremely productive, and new examples can be generated almost ad-infinitum:

(16) She isn’t even fat, let alone obese.

(17) Me, catch the bus!

Since such utterances follow a productive pattern, they cannot be classed as rote-learned and stored in the lexicon. Since they are, no doubt, idiosyncratic, they are not formed according to the principles and parameters of UG either. Thus the very existence of such expressions is a problem for all generativist accounts. Construction Grammar accounts, on the other hand, can deal with such examples easily, by positing constructions such as (18) to account for (15) and (17)

(18) Incredulity construction: [SUBJECTACC], [VERBNON-FINITE] [OBJECT]!
1.2 Radical Construction Grammar


Tomasello’s (2003) theory is based on the theoretical framework of Radical Construction Grammar (Croft, 2001). It is necessary, therefore, to briefly introduce this particular version of construction grammar.


Some construction grammar approaches (Kay & Fillmore, 1999; Lakoff, 1987) posit traditional syntactic elements such as VERB, VP and SUBJECT, and traditional syntactic relations, such as the relation between a VP and its SUBJECT. Croft (2001) argues that the criteria traditionally used to define syntactic categories such as SUBJECT and VERB and OBJECT do not stand up to close distributional analysis, and, therefore, that cross-constructional syntactic elements should not be posited by the grammar. For example Croft (2001) discusses the criterion for the category of DIRECT OBJECT in English. One criterion is that direct objects “can occur as the NP that immediately follows the V in the active voice and lacks a preposition” (19), whilst another is that direct objects “can occur as the subject of the Verb in the counterpart passive voice” (20) (both p.35).
(19) Jack kissed Janet
(20) Janet was kissed by Jack

However, certain would-be direct objects pass the first test (21) but fail the second (22)

(21) Jack weighs 160 pounds

(22) *160 pounds is weighed by Jack
whilst others pass the second test (23) but fail the first (24)

(23) This house was lived in by Claude Debussy

(24) *Claude Debussy lived this house

Croft (2001) also uses similar arguments to show that it is not possible to distinguish the categories of NOUN and VERB purely on their distributional properties (p.37-38). With no a-priori way to decide which tests of constituency are “correct”, Croft (2001) argues that “categories” such as NOUN, VERB, SUBJECT and OBJECT cannot be said to exist independently of particular constructions which instantiate them. So, for example, there is no independent category of direct object, but categories such as direct object of the [SUBJECT] [VERB] [OBJECT] transitive construction and object of the passive [SUBJECTPATIETNT] [VERB] by [OBJECTAGENT] construction which have different, if overlapping, distributions.


Historically, a major problem for language acquisition theorists has been to explain how children can acquire abstract syntactic categories. It has been argued that categories such as SUBJECT are “unlearnable” as they are entirely abstract, and have no real-world correlate (for example see Pinker, 1984). A radical construction grammar approach does not posit any cross-constructional categories such as SUBJECT or OBJECT which children must acquire. Rather they can acquire constructions and knowledge of the elements that constitute them (for example [TRANSITIVE SUBJECT] [TRANSITIVE VERB] [TRANSITIVE OBJECT]
).


Another important characteristic of Radical Construction Grammar is that information can be represented at various levels of the construction taxonomy (that is, redundantly). Redundant representation is in accordance with usage-based approaches to language acquisition, as information about frequently used substantive constructions will be stored at the substantive level of the construction as well as higher in the tree, thus facilitating fast and error-free production for high frequency forms. For example, the child might continue to generate utterances using a substantive He’s X-ing it construction, even after he has formed a fully abstract SVO transitive construction. The usage-based theory outlined in this section argues that children store a large number of substantive constructions, and abstract across them to acquire schematic constructions. 

1.3 Construction grammar and Tomasello’s (2003) constructivist theory of language acquisition


Dating back to Chomksy’s (1957) earliest work, nativist theorists have argued that an abstract, formal, infinite, recursive grammar, is unlearnable. If the child, however, is acquiring not X-bar syntax, but a structured inventory of constructions, then learning is, at least in principle, possible. Under usage-based approaches, the child acquires substantive constructions using general purpose learning mechanisms, then abstracts across these constructions, using the general cognitive abilities of schematisation and analogy. The earliest substantive constructions are learnable, as they serve some pragmatic or communicative function that the child understands (e.g., want it, daddy go). 

Although constructivist approaches date back to the nineteen seventies (Brown 1973, Braine, 1976), they have only really come of age with the advent of construction grammar in recent years (Goldberg, 1995; Croft 2001). As such, there are currently no constructivist theories which present anything like a fully specified account of language acquisition. However, Tomasello (2003) presents a relatively complete general outline of such a theory. This section follows the framework outlined in Tomasello’s (2003) account, and discusses some of the earlier constructivist theories and experimental data upon which this account draws. This account can be briefly summarised as follows:

(1) Using species-specific skills of intention-reading and cultural learning, the child learns a number of utterances, and their communicative function or meaning. 

(2) By decomposing these utterances into their component parts and generalising across utterances with shared lexical items, the child abstracts partially productive lexically-specific constructions (e.g., I Wanna X, Where’s the Y?). 
(3) The child analogises across these partially abstract constructions on the basis of functional similarity between frames. For example, the child might generalise across the utterances X kicked Y and P is kissing Q on the basis of similar agent-action and action-patient relations in the two utterances, and thus move towards an entirely abstract SVO transitive construction.

(4) In parallel with 1-3 and 5, the child also forms paradigmatic syntactic categories (e.g., VERB, NOUN, and/or possibly more restricted categories such as TRANSITIVE VERB) on the basis of functionally based distributional analysis.

(5) The child learns to restrict her usage of particular lexical items to those constructions in which they are deemed grammatical using the processes of entrenchment and pre-emption (or competition), and the formation of (semantic) classes of lexical items. 
The remainder of this chapter consists of an outline and evaluation of this theory.

2.0 Intention Reading and the Acquisition of Early Words and Utterance Wholes

2.1 Acquiring word meanings using skills of intention reading


Quine (1960) used the following parable to illustrate the problem of referential indeterminacy: If a linguist studying a foreign language hears a native speaker utter “Gavagai” as a rabbit runs past, how does he know whether this term refers to the rabbit itself, the activity of running, the colour of the rabbit, or something else altogether? The prelinguistic infant is faced with a similar problem. Tomasello (2003) argues that the child makes use of three interrelated skills of intention reading, which develop around the first birthday, to solve this problem. 


The first of these is the skill of establishing a joint-attentional frame. At around age 1;0 the child is newly able to monitor the attentional focus of others, and to direct his own attention to the same object. Thus, considering the “Gavagai” example, if the child (linguist) and the mother (native) are jointly attending to the rabbit, then the child can infer that the novel word refers to at least something connected to the rabbit, and not to something else altogether (for example, surrounding grass or trees). The second skill is an ability to understand the communicative intentions of others. Considering, again, the “Gavagai” example, if the child understands that the communicative intent of the mother is to name the creature, then she will be able to infer that the novel word refers to the creature itself, and not to some property of the rabbit such as colour, or to an action such as running. Third is the skill of cultural learning. Language learning does not occur in isolation, but is used in cultural routines such as feeding, nappy changing, pretend play and so on. For the “Gavagai” example, if the child is able to recognise that she and the mother are involved in the cultural situation of a naming game, then the referent must clearly be the rabbit. 


Another aspect of the skill of cultural leaning is the ability to perform role-reversals. For example, if the child hears the mother use the phrase “you give it to me”, the mother has the role of recipient and the child that of donor. In order to use this phrase, the child must be able to perform a conceptual role reversal construing herself as recipient and mother as donor. If the child were unable to perform the required role-reversal, and learned the phrase purely imitatively, then she would incorrectly use the phrase “you give it to me” to mean something such as “I am giving this to you” rather than as a request for an item. 


A number of studies have demonstrated that children acquire these skills of intention reading at around age 1;0. Carpenter, Akhtar and Tomasello (1998) found that children aged 1;4 imitated actions that adults labelled as intentional (“There!”) but not actions labelled as unintentional (“Whoops!”). Meltzoff (1995) conducted a similar study with children aged 1;6. One group of children saw an adult successfully perform an action (such as pulling apart two toy bricks), whilst another saw the adult attempt but apparently fail to perform the action. When given the items, children in both groups successfully performed the action. Thus the children who had never seen the action performed were able to infer the adult’s intentions. Tomasello and Haberl (2003) had infants aged 1;0 and 1;6 watch two adults play with two toys. One adult then left the room and a third toy was introduced. When the adult returned he showed excitement “Wow, cool!” and asked the infant “Can you give it to me?”. Children at both ages were able to infer that the adult would be excited about the item that he had not previously seen, and selected this third toy to give to them. Children thus demonstrated their role-reversal abilities, as success on this task relied on their ability to identify the object that was novel for the adult, even though it was not novel for the child.

2.2 Segmenting the input stream into words


A second group of studies addresses the question of how the child manages to extract individual words and phrases from the continuous stream of sound that is the caregiver’s speech. Saffran, Aslin and Newport (1996) investigated the hypothesis that infants can use the transitional probabilities between syllables to determine word boundaries. For example, a English speaking child might correctly segment the utterance “prettybaby” on the basis that, in English, “pre” is often followed by “ty”, but “ty” is much more rarely followed by “ba”. In the experiment, children aged 0;8 listened to a two-minute continuous stream of synthesized speech consisting of four trisyllabic nonsense words presented in random order. No gaps were inserted in between the “words”. The only cue to word boundaries was the fact that certain syllables always occurred together in words (a transitional probability of 1) but less frequently (a transitional probability of 1/3) across word boundaries. For example, consider the stream bi-da-ku-pa-do-ti. In this example, bidaku and padoti are words, since bi is always followed by da, da by ku, pa by do, and do by ti. Kupado is not a word, and hence ku is only followed by pa on 1/3 of occasions (due to the fact that bidaku will be followed by padoti on 1/3 of occasions since the lexicon consists of only four words, which are presented in a random order). 


To assess whether the infants had successfully extracted the words, Saffran et al. (1996) used the conditioned head turn procedure. For each of a series of test trials, children were exposed to one of two streams, consisting of continuous repetition of either a “word” from the training stream or a three syllable “nonword” (containing the same syllables heard during training but never in any ordering in which they had already appeared, either within a word, or across word boundaries). The child controlled the duration of each trial by looking at a flashing light located next to the speaker on which the stream was being played: when the child ceased to look at the flashing light, the trial would end. This procedure allows the investigator to calculate a mean looking-time for each of the test streams. The eight-month-old infants in this experiment displayed a significantly greater looking-time for the test stream consisting of novel “words” than for the stream consisting of “words” from the training trial (a novelty preference or dishabituation effect). 


This experiment demonstrates that infants can discriminate previously heard syllable combinations (the “words”) from novel combinations. However, it does not demonstrate that they can discriminate more frequently heard combinations (the “words”) from less frequently heard combinations (“part word” combinations that appear at word boundaries). In a second study, then, Saffran et al. (1996) compared looking times for “words” and the “part-word” combinations that had occurred during training, but with a frequency equal to a third of that of each “word”. Again, infants aged 0;8 showed a novelty preference, demonstrating that they had successfully segmented the training stream into “words” on the basis of the relative transitional probabilities between syllables. Marcus (1999) and Gomez and Gerken (1999) demonstrated that children aged 0;7 and 1;0 respectively could discriminate between nonce words that conformed to a particular syllabic pattern (such as ABA) and nonwords that did not, even when the actual syllables used were different at training and test. Finally, another study conducted using this experimental paradigm (Thiessen and Saffran, 2003) demonstrated that whilst younger children (aged 6.86 months) rely on such statistical cues to segment the speech stream into words, older children (aged 8.75 months), who have learned more about the stress patterns of their language, preferentially use stress cues. For example, 90% of disyllabic English words follow a strong-weak (trochaic) pattern, so the infant can assume that a stressed syllable usually indicates the onset of a new word.


Although researchers from all theoretical persuasions agree that children must do something like this in order to learn the words of their language, these studies, and others like them, have proved extremely controversial, as those who favour a usage-based approach have often argued that such studies demonstrate that children have statistical pattern finding abilities that are considerably more advanced than generativist theorists have assumed. It has often been argued that it is implausible to posit mechanisms whereby, for example, paradigmatic grammatical categories such as VERB can be acquired by a statistical analysis of the distributional properties of the input, as such a process would require more computational power than the child is assumed to possess (for example, see Pinker, 1989). Certainly it is true that children in these studies are not learning language, particularly as similar results are found for sequences consisting of tones (Saffran, Johnson, Aslin & Newport, 1999) and flashing lights (Kirkham, Slemner & Johnson, 2002), and even for some nonhuman subjects such as tamarin monkeys (Ramus, Hauser, Miller, Morris & Mehler, 2000). These experiments do, however, demonstrate that whether or not a particular learning theory is computationally plausible is an empirical, rather than purely theoretical, question.

 2.3 Acquiring utterance wholes


Under Construction Grammar approaches, the utterance as a whole, as a pairing of a linguistic form and a communicative function, is considered to be psychologically primitive. Having segmented the speech stream into words and phrases, the child is able, using these skills of intention reading, to acquire an inventory of individual words and short-utterance holophrases, each paired with a communicative function. For example, some of the earliest linguistic items acquired by Tomasello’s (1992) daughter, as reported in a diary study, were holophrases such as questions (“where’s that?”), performatives (“thank you”), and individual utterances such as “kick ball” and “eat cake” used to describe or request actions. When the child has built up a large inventory of such utterances, she can begin to abstract across them to construct lexically specific construction schemas. For example, the child might abstract across the utterances “Where’s that?”, “Where’s Mummy?” and “Where’s Daddy?” to form a “Where’s X?” schema into which any to-be-located object can be inserted to form a novel question. The formation of lexically specific construction schemas is discussed in the following section.

3.0 Schematization: The acquisition of partially productive, lexically specific construction schemas

In this section, evidence for the claim that children’s earliest grammatical constructions are specific to particular lexical items is discussed and evaluated. This claim dates back to some of the earliest modern investigations into language acquisition. For example, Braine (1976) and Bowerman (1973) argued that many of children’s earliest multi-word utterances could be accounted for by lexically specific patterns such as “Want X” (Stephen, Braine, 1976: 13), and that the data do not provide support for the assumption, common amongst nativist theorists, that children possess innate knowledge of syntactic categories. 

3.1 The nature of the schemas: Verb islands or verb + other islands


Tomasello (1992) argued that children’s earliest grammatical constructions are organised around particular verbs; the so-called verb-island hypothesis. This conclusion was formed on the basis of a diary study in which virtually all verb-containing utterances produced by one child aged 1;3 to 2;0 were recorded. The main finding of this study was that there was very little overlap in the constructions used with individual verbs, and that, indeed, the majority of verbs were used with only one single construction type. For example, the verb cut was only ever used in the construction cut_, and never, for example, in the construction __cut or cut with _. In contrast, the verb draw, which is conceptually similar, and was learned at the same time, was used in all three constructions (draw Weezer, I draw, (I want to) draw with Stu’s Pen, Tomasello, 1992: 340-341). Similarly, take and get often appeared with subjects, whilst put, which was used in similar pragmatic contexts did not. On a morphological level also, there was very little overlap in the items used with particular verbs. For example, although one sixth of all verbs appeared with the past tense –ed morpheme and one sixth with the present progressive –ing morpheme, only four verbs (2%) appeared with both (cf. Wilson, 2003, with regard to copula BE, auxiliary BE and the 3sg morphemes  –s and -ing, as discussed in Chapter 1). 


Tomasello (1992) therefore argued that the child’s early linguistic knowledge takes the form of constructional islands (or schemas or slot and frame patterns) organised around particular verbs (verb islands) and other predicates such as more and off (used to request more food or drink, and the removal of clothes respectively). These constructions have nominal slots, which are verb-specific rather than verb-general. For example, the slot in the cut_ construction is filled not with a member of a syntactic category such as OBJECT or even a semantic category such as PATIENT but with the verb-specific category of THINGS CUT. 


As reported in Chapter 1, Pine, Lieven and Rowland (1998) conducted a similar analysis investigating the degree of overlap between the use of the present progressive (-ing), the third person present tense (-s) and the past tense (-ed) morphological verb markers in a corpus of 12 children aged between 1;5 and 2;7. In common with Tomasello’s (1992) study, the amount of overlap between different verbs used with particular morphological markers was found to be extremely low. For example, no child produced both a third person present tense (-s) and a past tense (-ed) inflection with the same verb. Similarly, Pine and Lieven (1993) analysed a corpus of naturalistic and maternal report data from five children aged 0:11-1:8, and extracted, for each, 10 productive positional patterns (or lexically specific construction schemas). A productive positional pattern was defined as the “third instance of a given pattern ‘constant + variable’ or ‘variable + constant’, where, in all but the first instance, the ‘variable’ item must have occurred in the child’s previous single word vocabulary but the ‘constant‘ item may have occurred alone or as part of an initially unalalysed phrase” (p.557). Pine & Lieven found that over 75% of those utterances that had not been previously produced by the children conformed to one or other of the 50 lexically specific construction schemas identified. Lieven, Pine and Baldwin (1997) conducted a similar analysis on data from 12 children aged between 1;5 and 2;7. For each child, a set of that child’s 25 most common lexically specific patterns, could account for, on average, 92% of the children’s utterances. 

Although broadly supportive of Tomasello’s (1992) lexical-constructivist approach, the findings of Pine, Lieven and colleagues count against a strong version of the verb island hypothesis. The problem is that many of the lexically specific constructional schemas (or islands) identified in these studies are organised not around verbs or predicates, but around other lexical items such as pronouns, or high-frequency proper nouns. For example, four of the five children studied in Pine and Lieven (1993) are analysed as having either a Mummy + X or a Daddy + X schema (or both), whilst children studied in Pine, Lieven and Rowland (1998) are analysed as having Can’t + X and Don’t + X schema (where X denotes a verb or a fixed verb phrase such as do it). In many cases, as with these examples, verbs actually function as slot fillers, rather than as constant frames in the construction schemas. Pine et al. (1998) argue that verbs should not be accorded a privileged role and that children are sensitive to the distributional patterns of all lexical and morphological items. Thus constructional schemas can be organised around verbs, but also around pronouns, inflectional morphemes, and, in principle, any lexical or morphological items.

3.1.1 Evidence from an experimental study

Childers and Tomasello (2001) conducted a training study designed to mediate between the verb island and other island hypotheses. Fifty children aged 2;4 to 2;10 were presented with either 16 unfamiliar or 16 familiar verbs in transitive utterances. In one condition, only nouns were used (John’s throwing the ball), whilst in another nouns and pronouns were used (John’s throwing the ball. He’s throwing it), to give a higher degree of overlap between different exemplars in which pronouns were used. In a test session, children heard novel verbs used to describe novel actions (meeking, tamming) in intransitive (the bottle’s meeking. It’s meeking) and passive utterances (the bottle got tammed. It got tammed), and were asked “what is the [AGENT] doing?”, a question designed to elicit productive transitive uses of the novel verb. The prediction of the verb island hypothesis is that the noun-pronoun manipulation should have no effect on the number of transitive utterances produced with the novel verb, but that children in the familiar verb condition should show an advantage compared with those in the unfamiliar verb condition. This is because one aspect of the verb island hypothesis is that children form abstract constructions by building up a critical mass of different constructions around each verb, and presentation of familiar verbs increases this critical mass for those verbs. The other island, distributional approach makes the converse prediction. Children in the pronoun+noun condition should show an advantage compared with those in the noun-only condition, because the greater degree of lexical and morphological overlap between utterances in the former condition allows for the construction of a transitive schema based around pronouns and inflectional morphemes (He’s [VERB]ing it). The familiarity of the verb would not be expected to have an effect under this hypothesis. Children are assumed to be capable of forming constructional schemas of this type with familiar and unfamiliar verbs alike, as constructions can be formed around pronouns and inflectional morphemes, rather than solely verbs. Childers and Tomasello (2001) found that children in the pronoun+noun group produced almost twice as many transitive utterances as those in the noun-only group, with the verb familiarity manipulation showing no significant effect. Furthermore, the vast majority of these utterances were of the type He’s VERBing it, suggesting that the children in the pronoun+noun group had abstracted a construction based around these lexical and morphological items


The results of this study suggest, then, that children acquire productive, lexically specific grammatical constructions by generalising across utterances that have items in common, whether these items are verbs, nouns, pronouns or other lexical or morphological items. Work conducted using a further two different paradigms also supports this conclusion.
3.1.2 Evidence from a naturalistic data study

Using a corpus of naturalistic data from a child aged 2;1, Lieven, Behrens, Speares and Tomasello (2003) extracted all novel child utterances from the final recording session and using a morpheme-matching or traceback method, sought to determine how many of these utterances could, in principle, have been generated by the child making some small modification to a previous utterance or schema. For example, the nearest match for the target utterance (25) below was the previous utterance (26), as these utterances share three morphemes. 

(25) I got the butter

(26) I got the door

If, for any particular target utterance, several previous utterances had the same number of morphemes in common (27-29), this was defined as a schema (30):

(27) Where’s the butter?

(28) Where’s the tape?

(29) Where’s the box?

(30) Where’s the W? (all from Lieven et al., 2003)


In deriving a novel utterance from a previous utterance or schema, five operations were allowed: substitution, where a word, usually a noun, replaces a word in a previous utterance (25-26), or fills a slot in a schema (30); add-on, where a word is added to a previous utterance or schema (31-32); drop, where a word is removed from a previous utterance or schema (33-34); insert, where a morpheme or word is inserted into a previous utterance or schema (35-36); rearrange, where morpheme strings that have occurred in a previous utterance are rearranged (37-38).

(31) Let’s move it

(32) Let’s move it around (add-on around)

(33) And a horse

(34) And horse (drop a)

(35) Have you finished your book 

(36) Have you finished with your book (insert with)

(37) Away it goes

(38) It goes away (rearrange away)


In total, 74% of novel utterances could be derived from previous utterances or schema by one of these simple operations, and the vast majority of these involved the substitution of a word (usually a noun) into a previously occurring utterance or (in the majority of cases) construction schema. Of the remaining 36 utterances, 26 could be derived using a combination of two of these simple operations. Lieven et al. (2003) demonstrate that, in principle at least, the vast majority of childhood utterances can be explained with relation to simple operations performed on lexically specific construction schemas, which consist of verb islands (39-40) and other islands (41) alike.

(39) I want a W

(40) I got the W

(41) It’s not W-ing


Dabrowska and Lieven (in press), applying this traceback method to two children’s acquisition of wh- and yes/no questions, attempted to address some methodological issues raised by Lieven et al. (2003). The procedure used in this earlier study was rather unprincipled and unconstrained, as it did not make any assumptions with regard to the linguistic units with which the child was operating and, in principle, made it possible to generate any utterance from any string of words, simply by adding and moving words as required. Dabrowska and Lieven (in press) used only two operations (juxtapose, where two chunks are placed one after another, and superimpose, where a slot filler or entire schema is inserted into an existing schema). Additionally, any particular string had to occur at least twice to be considered a chunk (or “component unit”), whilst, to be classified as a frame, a string had to occur with at least two different component units in the slot filler position. Even using these more stringent criteria, Dabrowska and Lieven were able to derive around 90% of questions produced in a test corpus from previously produced utterances.

3.1.3 Evidence from a computer modelling study

Working along similar lines, Jones, Gobet and Pine (1999) conducted a computer simulation designed to investigate the nature of the constructional islands formed by language learners. The input to the model was a corpus of maternal utterances addressed to a child aged 1;11-2;9. Upon receiving an input string, the model builds nodes that essentially link the words sequentially:

(42) Input: A cat walks




A




           

                 cat

           A cat


                 walks

       A cat walks
When each string is input, the model parses the utterance using previously created links, and creates new links and nodes when necessary, such as when a novel word is encountered. In the example below, the new nodes A dog and A dog walks are created.

(43) Input: A dog walks


                       A




                          cat                dog 


  A cat                           A dog


                     walks                            walks

            A cat walks                   A dog walks
The model forms constructional islands by creating lateral links between nodes which have some lexical overlap:

(44)
                       A




                          cat                dog 


  A cat                           A dog


                      walks                           walks

            A cat walks                   A dog walks
In this case, the model essentially builds an A _walks schema (or a det+verb island). In fact, the model does not create a lateral link on the basis of one single instance of lexical overlap but only when fifteen links (a cat/dog walks, runs, bites and so on) are shared. Having been trained on the full set of 33,000 maternal utterance tokens, the model generated all possible output utterances by traversing the network using the links created. (45) below shows how the model might produce a novel utterance by slotting a different noun into this A_walks construction schema. The model has never seen the utterance A man walks. However, the lateral link created between A man and A dog on the basis that both appear in such utterances as A _runs (and at least fourteen others) allows the utterance A man walks to be generated. 

(45) Bold lines indicate the route traversed by the network


     

     A

 





                              cat                           dog                        man

                     A cat                               A dog                               A man



           walks                         walks                      runs                          runs              

               A cat walks        A dog walks            A dog runs     A man runs 


                           A man walks


Jones et al. (1999) showed that the output utterances generated by the model more closely resembled the child’s utterances than they did the mother’s, and hence that the model was, at least in some ways, operating in a similar manner to the child’s system. The researchers then looked to see what islands the model had extracted, defining an island as “a lexical item which acts as a frame for at least ten slot fillers” (p.5) for any one dataset: model, child or mother. Using this criterion, the model abstracted ten verb islands with get_ and put_ the two most frequent frames; exactly the same pattern as found in the child’s data. The model also abstracted one common-noun island (baby+VERB), twelve pronoun islands (including You/It/That/I/He/We/She + VERB) and two proper-noun islands (The child’s name/Mummy + VERB); again showing an excellent fit for the child’s data. The close-fit for the child’s data is particular impressive when it is considered that the model forms purely surface generalisations based on distributional information, whereas the child is, presumably, also able to make use of semantic information. This study demonstrates that children’s constructional schemas are most frequently formed around verbs and pronouns, but may also form around other high-frequency lexical items. Since the model’s output data provide such a good fit for that of the child, the study also provides support for the position that children’s early linguistic competence is best characterised as an inventory of low-scope lexically specific constructions. 
3.2 Evidence for the lexically specific nature of early construction schemas

Many naturalistic data studies already discussed in Chapters 1 and 2 (see also Section 3.3.1) have demonstrated that children’s earliest utterances seem to be produced on the basis of low-scope, lexically specific construction schemas. This section focuses on experimental evidence for this claim.

3.2.1 Novel verb studies


A number of experimental investigations have demonstrated that young children’s knowledge is not construction-general or abstract, but is restricted to a number of lexically specific constructions. The majority of these experiments use a novel verb paradigm, where children are taught a novel (or nonce) verb  (invented by the experimenter to describe a distinctive novel action) in one grammatical construction. Children are then put under discourse pressure to see whether they are capable of using this verb in another construction, which would demonstrate construction-general knowledge, or whether their knowledge of constructions is tied to particular verbs. 


Tomasello and Brooks (1998), working with children aged 2;0 and 2;6, taught each child two novel verbs (meek and tam), one of which was only ever presented in an intransitive construction, and the other only ever in a transitive construction. In a test phase, the experimenters attempted to elicit novel uses of each verb in the non-modelled construction. For example, a child who had heard the novel verb tam used only in intransitive sentences (the sock is tamming) might be asked a question such as What is Ernie doing? (as Ernie caused the sock to tam: a rolling, spinning action), to elicit such responses as He’s tamming the sock, in which the child generalises the novel verb tam into a non-modelled, transitive construction. The experimenters also asked questions that gave children the opportunity to use the novel verbs in the modelled constructions (such as, for the previous example, what’s happening with the sock?) and neutral questions that did not specifically encourage either response (what’s happening?). The 2;0 year old children rarely used the novel verbs in the non-modelled constructions, with only four out of 16 children ever producing one or more of such utterances. Those aged 2;6 were somewhat more productive, although, on average still produced nine times more utterances in which the verbs were used in the modelled constructions than productive utterances. 


Brooks and Tomasello (1999b, Study 1) conducted a similar study using the full passive (the sock got tammed by Big Bird) and active transitive (Big Bird tammed the sock) constructions, working with children aged 2;11 and 3;5. For the verb trained solely in an active, transitive construction, only 12% of children, at either age, were able to produce at least one passive utterance. For the verb trained solely in the passive construction, only 20% of the younger children, compared to 55% of the older children, were able to use the verb in an active, transitive construction. 


To demonstrate that such findings are not purely a consequence of children’s general reluctance to use novel items productively in an experimental scenario, Tomasello, Akhtar, Dodson and Rekau (1997) taught children aged 1;6-1;11 novel nouns (Look, the wug!), and novel verbs, modelled in a syntactically neutral context, but with an obviously transitive meaning (Look what Ernie’s doing to Big Bird! It’s called meeking!). Children learned the nouns and the verbs equally well, as evidenced by their single-word productions. However, although children combined the nouns freely with other words, producing, on average 14.5 word combinations per child (including I see wug, I want wug, Wug did it) verbs were hardly ever combined, with an average of only 0.5 combinations per child. Only one child produced a single transitive utterance with the novel verb (I meeking it). Olguin and Tomasello (1993) and Tomasello and Olguin (1993), using novel verbs and nouns respectively, found similar results for children aged 1;1-2;3, whilst Dodson and Tomasello (1998) extended this finding to children aged 2;5-3;0. 


Akhtar and Tomasello (1997) conducted a study to investigate whether such findings, and those of Tomasello and Brooks (1998) and Brooks and Tomasello (1999b), could be a consequence of children thinking, for whatever reason, that they were supposed to use novel verbs conservatively in the experiment. This study essentially replicated Olguin and Tomasello (1993) and the verb-training element of Tomasello et al. (1997) with older children (aged 2;9 and 3;8). The novelty was that children were first trained on the experimental task – hearing verbs presented in a syntactically neutral context, then attempting to use them in transitive utterances– with familiar English verbs. Only children who demonstrated an understanding of what was required in the experiment proceeded to the test phase with the novel verbs. Only one of the ten children aged 2;9 produced a transitive utterance with the novel verb, whilst eight out of the ten aged 3;8 were able to do so.

 
These studies demonstrate that the findings of Tomasello and Brooks (1998) and Brooks and Tomasello (1999b) are not a consequence of children’s general reluctance to use novel lexical items productively in experimental studies, or to confusion with regard to the demands of the task in hand. Rather, up to age 2;11, most children do not seem able to use verbs in non-modelled constructions, as their knowledge of argument structure is tied to particular verbs (for example, children in the Tomasello and Brooks (1998) study appeared to be operating with verb islands, such as X tamming Y or Y tamming). At the same time, the existence of lexically specific schemas such as I want X and I see X allows these and younger children to produce novel utterances with newly taught nouns (Tomasello & Olguin, 1993). Indeed, Dodson and Tomasello (1998) note that virtually all utterances in which children aged under 2;6 make productive use of an experimentally-taught novel verb have I as subject, and that, even after this age, pronoun subjects are significantly more frequent than full NP subjects in such utterances. This suggests that when children are able to make productive use of a novel verb at a young age they are doing so on the basis of schemas such as I [VERB]ing (it) and not on the basis of any more abstract knowledge.


These and other studies demonstrate that children do begin to form more general construction schemas at around age 3;0. For example, Dodson and Tomasello found that 50% of children aged over 3;0 were able to use a neutrally presented verb (Look what Ernie’s doing to Big Bird! It’s called meeking!) in a transitive construction (Ernie’s meeking Big Bird), whilst Brooks and Tomasello (1999b) report a similar percentage with regard to the passive and active transitive constructions for children aged 3;5. Maratsos, Gudeman, Gerrard-Ngo and DeHart (1987), working with children aged 4;6-5;6 and Pinker, Lebeuax and Frost (1987), working with children aged 3;6-8, successfully elicited transitive utterances with novel verbs for over two-thirds of the children studied, having presented the verb in intransitive (Maratsos et al.,1987) and passive (Pinker et al., 1987) sentences only.  The abstraction of more general construction schemas that facilitate the production of such novel utterances is discussed in Section 4 of the current chapter

3.2.2 Weird word order studies

Akhtar (1999) developed an experimental technique known as the weird word order paradigm. Children aged 2;8, 3;6 and 4;4 were each taught three novel verbs describing novel transitive actions, each presented in only one construction. One verb was presented in a conventional SVO transitive construction (Ernie meeking the car), one in a non-canonical SOV construction (Ernie the car tamming) and one in a non-canonical VSO construction (Gopping Ernie the car). In a test phase, children were asked simply “What’s happening?” as different puppets performed the actions (to ensure that children did not simply repeat whole utterances that the experimenter had produced). Of particular interest were children’s utterances which used the verbs trained in non-canonical constructions. Generally speaking, the oldest children nearly always “corrected” to SVO, demonstrating knowledge of some verb-general SVO transitive construction, whilst the younger children often used the non-canonical construction in which the verb had appeared during training, “correcting” on only about 50% of occasions. This suggests that the younger children associated particular argument structure constructions with particular verbs, developing, for example, lexically specific constructions, or verb islands, such as [PERSON TAMMING] [THING TAMMED] tam. A number of children in the younger two age groups sometimes used the weird word order but sometimes corrected to SVO with the same verb. This may indicate that lexically specific construction schemas develop into abstract schemas only gradually, and, at some point, these general schemas may have begun to form, but are not yet sufficiently strong to attract lexical items that appear in incompatible lexically specific schemas. Another interesting observation is that children never used pronouns in non-canonical utterances, but did so around half the time with “corrections” to SVO. It would seem likely that children were producing these corrections on the basis of pronoun specific schemas of the type advocated by Pine, Lieven and colleagues such as He’s VERBing it. Abbot-Smith, Lieven and Tomasello (2001) adapted the paradigm for younger children (aged 2;4) using intransitive constructions such as tamming the duck (where the duck is the agent), and found that even more children (more than twice as many than in Akhtar’s (1999) youngest group) persisted with the weird word order.

3.2.3 A syntactic priming study

Savage, Lieven, Theakston and Tomasello (2003) developed a priming methodology whereby children heard computer animations described using active or passive sentence constructions (the prime) and were invited to describe similar animations themselves (the target utterances). In a high lexical overlap condition (46-47), the prime sentence was designed to use pronouns and morphemes (shown in bold) that the child could use in her target sentence. In a low lexical overlap condition (48-49), this overlap was kept to minimum.

	
	Active Example
	Passive Example

	High Lexical Overlap
	(46) It is pushing it
	(47) It got pushed by it



	Low Lexical Overlap


	(48) The digger pushed the bricks
	(49) The bricks got pushed by the digger


From Savage (2002): 164


The experimenter and child took turns to describe the animations, such that each of the child’s target utterances was immediately preceded by a prime from the experimenter. Successful priming is evident when the same construction is used in the prime and target utterance. Savage et al. (2003) found that children aged 2;11-3;7 were subject to priming only in the high lexical overlap condition, demonstrating that, at this age, syntactic knowledge is specific to certain lexical items and takes the form of an inventory of lexically specific constructions such as it is [VERB]ing it. Children aged 6;1 to 7;1 were primed in both conditions, suggesting that they possessed abstract construction schemas such as [SUBJECT] [VERB] [OBJECT]. A third group aged 3;10 to 4;6 fell somewhere in between, presumably as these children were at some mid-way point on the process of moving from lexically specific to fully abstract construction schemas. 


Despite the apparent success of the novel verb paradigm, and the careful controls built into most designs, some researchers remain sceptical as to whether or not children really treat the novel lexical items as they are assumed to (Fisher, 2002). The findings of Savage et al. (2003) are particularly compelling as the experiment uses real English verbs specifically chosen to be familiar to young children.

3.2.4 Comprehension studies


It has been argued by some researchers that production studies are too demanding for such young children, and thus may underestimate the abstractness of their syntactic competence (Fisher, 2002). To address this performance limitations argument, researchers have developed two experimental paradigms which assess children’s comprehension of syntactic information (such as that conveyed by word order).


The first of these is the preferential looking paradigm. A child is simultaneously shown two different actions (displayed on television monitors) whilst a central loudspeaker plays an utterance that correctly describes the action shown in only one of the displays. If the child looks longer at the screen depicting the correct action than at the distracter, it is inferred that the child understands at least something about the utterance being presented (although exactly what is often extremely controversial). Almost all preferential looking studies that address the question of the abstractness of children’s syntactic representations are concerned with transitive versus intransitive word order. Typically the child hears a transitive SVO utterance, and views one highly transitive, causative action (one actor acting on a patient) and one intransitive action (two actors carrying out independent activities simultaneously). Since the verb used is always a nonce verb, or an extremely low frequency verb chosen to be novel to the child, if the child looks longer at the correct display, this would suggest that she is doing so on the basis of abstract knowledge of canonical SVO transitive word order.


Naigles (1990) presents such an argument on the basis of a study which showed that children aged 2;1, on hearing an SVO utterance, looked longer at the transitive than the intransitive display, and correctly displayed the opposite preference for SV, intransitive utterances. However, Naigles’ (1990) argument hinges on a particular interpretation of the results. Clearly these children have some abstract knowledge about SVO transitive utterances, but this may just be that they describe asymmetrical activities (one participant acting on another) rather than symmetrical activities (two participants engaging in the same action simultaneously) (Tomasello and Abbot-Smith, 2002). Three studies (Bavin & Growcott, 1999; Bavin & Kidd, 2000; Hirsch-Pasek, Golinkoff & Naigles 1996) have replicated Naigles’ (1990) findings with regard to transitive utterances, but have failed to find a looking preference for intransitive utterances (for children aged 2;2-2;6). This suggests that young children do not have abstract knowledge of word order or syntactic categories, but acquire constructions, such as the transitive and intransitive, independently and on different timetables. 


With regard to transitive utterances, to demonstrate that children’s preference for the correct display was a result of their abstract knowledge of syntax, it would need to be shown that children could correctly link the pre-verbal subject position to the agent, and the post-verbal object position to the patient (Tomasello and Abbot Smith, 2002). Such a demonstration would involve, for example, children looking longer at a display where a duck was performing an action on a rabbit than one in which the roles were reversed, on hearing the utterance the duck is gorping the bunny. Fisher (2000) conducted such a study, but the transitive utterances contained additional information in prepositional phrases (e.g., the duck is gorping the bunny up and down). Thus children could, in theory, choose the correct display simply by interpreting bunny up and down, even in the complete absence of pre- and post- verbal agent-patient marking. Until a study with no such confound is conducted, no firm conclusions can be drawn as to whether children have fully abstract knowledge of how agents and patients relate to SVO word order. It should be noted, however, that such a study could only demonstrate that children understand that agents are, canonically, subjects. Children cannot be said to possess an abstract understanding of the role of TRANSITIVE SUBJECT until they can also interpret non-agentive subjects, and non-subjective agents. 


The second paradigm which has been used address this question is the act-out task. Akhtar and Tomasello (1997) taught children aged 2;9 and 3;8 a novel verb in a syntactically neutral context (this is called keefing) to describe a novel transitive action (one character performing an action on another). When asked to “make Cookie Monster keef Big Bird” only 30% of children aged 2;9 performed at above-chance levels, compared to 100% of the older children. In another part of the study, children aged up to 3;0 were taught how to make one character perform a novel transitive action on another (using a special apparatus), without hearing the action named. In a test phase, the experimenter produced the characters and apparatus and asked, for example, “Can you make Cookie Monster meek Big Bird?” Although all the children knew the names of the characters, attempted to perform the correct action on each trial and had heard the novel verb introduced in a natural transitive utterance, only 25% of the children performed at above-chance levels on this task. 


It is interesting to note that several preferential looking studies have found that children aged as young as 2;1 appear to have at least some abstract knowledge of transitive constructions, yet most children do not show any evidence of such knowledge under the act-out paradigm until well after their third birthday. The differences between different paradigms with respect to age effects are discussed further in Section 7.0.


In general, though, these comprehension experiments indicate that children aged under 3;0 do not have complete, abstract verb-general knowledge of word order, or even knowledge specific to agents and patients. Instead, these results support the large body of evidence which suggests that young children’s syntactic knowledge is of an item-based nature.

3.2.5 Cross-linguistic studies

Although there is no room here for detailed discussion of these studies, it should be noted that all of the methodologies outlined in this section have been extended to languages other than English, with similar findings. The naturalistic data findings of Pine, Lieven and colleagues, have been extended to (amongst others) Italian (Pizutto & Caselli, 1994), Polish (Dabrowska, 2001), Russian (Stoll, 1998), Hebrew (Berman, 1982) and Brazillian Portugese (Rubino & Pine 1998). Pizutto & Caselli (1994) investigated three Italian children’s use of verb morphology from age 1;6-3;0 and found that 47% of all verbs were used with only one of the six possible morphological markers, and a further 40% with no more than three. Rubino and Pine (1998) produced similar findings for a child learning Brazillian Portuguese, and additionally showed that the child tended to produce those VERB+morpheme combinations that were most common in his maternal input, such as first person singular.The novel verb paradigm has been extended to Hebrew (Berman, 1993) and Chilean Spanish (Childers, Echols, Tomasello & Fernandez, 2001). Berman (1993) taught Hebrew-speaking children a novel intransitive verb, and encouraged them to use this verb productively in a transitive construction (which, in Hebrew, requires a morphological causative-marking morpheme to be attached to the intransitive verb). The results followed a similar pattern to those reported for English-speaking children with 9% of children aged 2;9 able to produce a novel transitive, compared with 38% at 3;9 and 69% at 8;0. 


Childers and Tomasello (1999) taught Chilean Spanish-speaking children a novel verb in the third person (singular or plural), and attempted to elicit productive uses of the verb in the first person singular (or vice versa). Only 25% of children at 2;6 and 27% of children at 3;9 were able to produce the novel verb in a non-attested form. In common with the English-speaking children reported earlier, all of these children, learning very different languages, appear to be constructing low-range schemas around particular verbs and morphological items on an item-by-item basis.

3.3 The process of schematization


Having reviewed the evidence that young children’s linguistic competence is best characterised as knowledge of a number of lexically specific construction schemas, we may ask precisely how these schemas come to formed, and what factors influence this process. As an example, we will consider how the child might form the schema shown in (50) on the basis of exposure to exemplars such as those shown in (51-53).

(50) I’m [ACTION]ing

(51) I’m playing

(52) I’m walking

(53) I’m running


Tomasello (2003) argues that the child forms a functional schema in the same way that, according to Piaget (1952), she forms a sensory motor schema consisting of “(1) what is general in all of the various actions, and (2) a kind of slot for the variable component”  (Tomasello, 2003: 123). For the example under consideration here, (1) and (2) correspond to (1) the concrete lexical items I’m and -ing and (2) the action the child is performing. The slot is functional as “if the child forms a generalized action or event schema with a variable slot for some class of items, that slot and class of items are defined by their role in the schema” (p.124). For the I’m [ACTION]-ing it example, the variable does not represent a formally defined VERB class in the sense of an adult paradigmatic syntactic category. Rather, it is a functionally defined class of “things that I [the child] can be doing”. No studies have systematically investigated exactly what input children need to form these schemas, but, according to Tomasello (2003), “presumably they do so on the basis of hearing repeated instances of highly similar utterances with the appropriate type and token variation” (e.g., I’m playing, I’m walking, I’m running). Thus schematization proceeds on the basis of both formal and functional similarity: formal because all the variable items occur in the same position of the I’m Xing construction; functional because the variable X denotes, in each case “something that I can be doing”.


Although this proposal has not been tested empirically, it would seem likely that children can link two or more lexically specific schemas on the basis of lexical overlap between fixed items (or frames) in the schemas. For example, suppose the child has already formed the following lexically specific verb-island schema:

(54) [KICKER] KICK

(55) KICK [ITEM KICKED]

It would seem reasonable to suppose that the child could somehow mentally align the two schemas, to form a larger lexically-specific schema as shown below:

(56) [KICKER] KICK

(57)                 KICK [ITEM KICKED]

(58) [KICKER] KICK [ITEM KICKED]

3.3.1 Factors in the process of schematization: Token frequency of the frame in the input

As Pine, Lieven and Rowland (1998) note, proponents of a construction-based account of language acquisition must explain “why some markers come to function as ‘islands’ in the child’s grammar and others do not” (p.826). A great many studies have shown that children abstract the markers (or frames) that occur with the highest frequency in their input.

Cameron-Faulkner, Lieven and Tomasello (2003), in an analysis of data from 12 children aged between 1;9 and 2;6 and their caregivers, focussed on NP fragments (A [N], The [N], [NUMBER] [N] and [POSESSOR] [N]) and copula constructions (There’s [N], That’s [N] and It’s [N]). For all except one of these six frames (A [N]), Cameron-Faulkner et al. demonstrated statistically significant correlations between mother and child use of that frame. For example, the children who produced more utterances using the frame There’s [N] than That’s [N] were those whose mothers also displayed this pattern (this was not due to non-specific factors as of the eighteen other correlations - e.g., between There’s [N] and It’s [N] - only two reached significance). In other words, each child acquired the frames that occurred with greatest frequency in her input. 

Theakston, Lieven, Pine and Rowland (in press) investigated children’s acquisition of constructions that require auxiliary BE or HAVE in the adult grammar (e.g., he is playing, I’ve finished), using a corpus analysis of 11 children aged between 1;8 and 2;0. As many authors have noted (see Chapter 1) children pass through a so-called optional infinitive stage, where they produce utterances such as *he playing. Theakston et al.’s (in press) analysis demonstrated that children most often supplied auxiliaries when producing sentences that used particular subject + auxiliary combinations that were of high frequency in the input. For example, averaging across the eleven children, the rate of auxiliary provision for BE was around 85% for sentences using the highly frequent it + is (it’s) combination, but well below 50% for those using the much less common combination you+are (you’re). This study therefore provides compelling evidence that children form lexically specific schemas from high frequency chunks (here consisting of a subject + auxiliary) in the input.

Rowland & Pine (2000) investigated the acquisition of non-subject wh- questions (e.g., what is he eating?) for one child aged between 2;3 and 4;10. Their naturalistic data analysis revealed that questions which the child always produced in the correct inverted form (e.g., what do…?) used wh- operator + auxiliary combinations that were of significantly higher frequency in the input than combinations which the child did not use correctly in his own questions (e.g., what can…?), instead producing so-called uninversion errors (e.g., what he can eat?). Again, then, children seemed to construct schemas around the lexically specific patterns (in this case wh- operator + auxiliary combinations) that occur with the highest frequency in the input (we return to Rowland & Pine’s (2000) theory in the following chapter).


This frequency effect has also been demonstrated for morphological constructions. Farrah (1992) analysed data from 12 children aged between 1;10 and 2;4 and their mothers with respect to the production of grammatical morphemes such as the plural –s, past tense –ed and progressive –ing. For many different morphemes, Farrah (1992) demonstrated a correlation between children’s correct use of that morpheme in obligatory contexts, and the frequency with which the morpheme appeared in the mother’s speech (especially when the morpheme appeared as part of a maternal recast of a child utterance) (see also Theakston et al. (2003) for experimental data on the role of the input in acquisition of the third person singular –s morpheme). 


For many different lexically-specific construction schemas (including copula constructions, auxiliary BE constructions, non-subject wh- question constructions and morphological constructions), then, the data show that children acquire the frames that occur with the greatest frequency in their input. Further research has demonstrated that input frequency can predict not only the schemas that children will abstract, but also the order of acquisition of particular verbs (Theakson, Lieven, Pine & Rowland, 2004), and the particular abstract constructions in which these verbs are used (e.g., transitive vs intransitive) (Theakston, Lieven, Pine & Rowland, 2001; 2002).  


Few experimental studies, however, have investigated the question of just how many exemplars of a particular construction are needed for the child to abstract a partially productive schema.  Experiments 2 and 3 of the present thesis (Chapter 4) investigate whether a relatively complex productive construction schema can be acquired from as few as 20 exemplars (10 types).

3.3.2 Factors in the process of schematization: Type frequency of the variable item(s) and frame in the input


Under the current account, to form a schema, children need to hear a certain number of instantiations of a construction (construction tokens) with at least some minimal variation between instantiations. No natural language study to date has investigated the variation between different instantiations of the same construction (type frequency) that is required for the abstraction of a construction schema with one or more variable slots. In principle, minimal variation (such as two different actions in a Mummy’s [ACTION]ing schema) would be sufficient; but it is unclear whether or not this would be sufficient in practice. Experiment 2 (Chapter 4) investigates this factor with respect to the acquisition of a largely abstract argument structure construction, and presents the findings of two previous studies relevant to this question.
3.4 Schematization: conclusion

Although there currently exists no well specified account of why certain items come to act as islands of organisation around which productive schemas are constructed, nor even any agreed-upon crtiteria for determining the schemas with which a given child is operating, constructivist researchers are generally in agreement that early child language is best characterised in terms of knowledge of lexically specific slot and frame patterns. The next section discusses how children generalise across these lexically specific constructions to form more abstract syntactic constructions, and thus move towards adult linguistic competence.

4.0 The Process of Analogy and the Formation of Abstract Construction Schemas 

Tomasello (2003) argues that “children construct their abstract linguistic representations out of their item-based constructions using general cognitive, social-cognitive and learning skills” (p.161). In this section, this abstraction process and the requisite skills will be discussed. Under this account, the child acquires a particular abstract construction by analogizing across utterances instantiating the construction that are stored in memory. These utterances may be wholly substantive instantiations of the construction (e.g., utterance wholes such as I want that) or partially productive schemas (e.g., I want X), which can exist simultaneously in memory under the linguistic theory on which Tomasello’s account is based (Croft, 2001). 

It is not immediately clear how such a process might operate, particularly in the case of totally abstract constructions such as the transitive, different instantiations of which may share no common morphemes. To account for the formation of completely abstract constructions, Tomasello (2003) appeals to the notion of structure mapping (Gentner, 1983). Structure mapping theory holds that the basis of analogy is relational similarity: the existence of similar internal relations between elements of the two structures to be mapped. Provided the two structures share this relational similarity, an analogy can be formed between them even when the two structures do not have any individual elements in common; that is, even when they lack object commonality.

Markman and Gentner (1993) conducted an experiment to demonstrate that young children are capable of forming analogies on the basis of structural similarity alone. Children were shown two pictures; one of a truck towing a car, and the other of an identical car towing a boat. When asked to indicate the item in the second picture that was the “best match” for the car in the first picture, children chose not the car, but the boat. Children were able to ignore the literal match, or object commonality, between the two cars, and make their decision on the basis of relational similarity. Children were able to align the tow-er/tow-ee structure of the two pictures, and form an analogy between the two tow-ees.

To consider a linguistic example, utterances (59-60) below illustrate how structure mapping on the basis of relational similarity could lead to the formation of an analogy between two quite different substantive instantiations of the transitive construction, and so contribute to the formation of a completely abstract transitive construction schema.

(59) I kiss Mummy

(60) Daddy threw the ball

Note that the two utterances share no common morphemes, and, indeed do not even have the same number of words. The two utterances do, however, share relational similarity such that the relation between I and kiss in (59) parallels the relation between Daddy and threw in (60) (some kind of agent-action relation), whilst the relation between kiss and Mummy in (59) parallels the relation between throw and the ball in (60).

The fact that (59) and (60) have a similar internal structure allows structure mapping between the two utterances to take place. In other words, this relational similarity allows the formation of an analogy between the two utterances. This analogy contains links between elements that play the same relational role in their respective constructions, such as I and Daddy or kiss and threw, in the same way that a link was formed between the two items being towed in Markman & Gentner’s (1993) study. Analogising across these two substantive constructions may allow the child to form some kind of more abstract construction (although, in practice, such an analogy is likely to be formed across a large number of exemplars).

The precise nature of the variables in children’s earliest abstract construction schemas has been a matter of some debate in the literature. Schlesinger (1988) and Pinker (1984, 1989) argue that these early categories are semantic in nature. For example, rather than SUBJECT and VERB, young children operate with the categories AGENT and ACTION. Non-agentive subjects, non-actional verbs and the like are then assimilated into the category on the basis of formal and functional similarity with more prototypical members of the category. If Schlesinger’s (1988) and Pinker’s (1984, 1989) proposals can themselves be assimilated into the more functionalist account proposed by Tomasello (2003), we might expect that, when analogising across utterances such as (59-60) children form the following semantically based abstract construction schema:

(61) [AGENT] [ACTION] [PATIENT]

Lieven, Pine and Baldwin (1997), in a corpus analysis of 11 children aged between 1;0 and 3;0 specifically investigated the proposal, derived from the theories of Schlesinger (1988) and Pinker (1984,1989), that verbs for which the syntactic roles of subject and direct object map onto the semantic roles of agent and patient respectively would appear with both arguments earlier than verbs for which the subject and direct object correspond to other semantic roles (e.g., experiencer, theme or goal). For each child, Lieven et al. (1997) analysed the first 20 utterances in which a verb was used with a subject and direct object. Taking the children as a whole, prototypical verbs (those which map agent( subject and patient( direct object) did not occur significantly more often than non-prototypical verbs amongst each child’s twenty earliest SVO utterances.  In fact, non-agentive subjects (e.g., Dolly wants some drink, Lieven et al., 1997; It’s a tape recorder, Tomasello, 2003) would not seem to be particularly uncommon in early child speech.

Tomasello’s (2003) account, then, appeals to the notion of mosaic acquisition (Rispoli, 1998). Children’s earliest categories are neither entirely semantic (e.g., AGENT) not entirely abstract (e.g., SUBJECT) in nature. Rather, children acquire the various semantic and syntactic properties associated with constructional roles in piecemeal fashion


A further experiment conducted by Markman and Gentner (1993) suggests an explanation as to why children first acquire lexically-specific item-based constructions and move only gradually towards entirely abstract constructions. Whilst object commonality is not necessary for an analogy to be formed it is certainly helpful (and indeed, is probably necessary for very young children in the domain of construction formation). In a second experiment, Markman and Gentner (1993) included a condition in which objects that shared relational similarity also shared object commonality. For example, one picture might show a car towing a boat whilst another showed a car towing a trailer. This manipulation made the task even easier for children, who made virtually no errors in this condition. This is analogous to the formation of an item-based schema such as I’m [ACTION] or Kick [OBJECT], which, under Tomasello’s (2003) account, are formed before more abstract schemas. Indeed the findings of Childers and Tomasello (2001; see Section 3.1.1) and Savage et al. (2003; Section 3.2.3) demonstrate that children’s formation of an abstract construction (as evidenced by their ability to use a novel verb in this construction and susceptibility to priming effects respectively) is facilitated by the use of invariant material, in this case pronouns and morphological verb markers, surrounding the variable slots.

4.1 Factors in the formation of abstract construction schemas 

4.1.1 Token and type frequency of the construction and its variable elements

Very little research has been conducted into the factors which influence the formation of abstract construction schemas. We do not know how many different substantive instantiations of an abstract construction a child needs to hear to begin to analogise across them. It would seem, however, that this token frequency of the construction is an important factor. Brooks and Tomasello (1999b) and Nelson (1977) demonstrated that children could be taught to use the full passive and yes/no question constructions respectively one to two years earlier than normal simply by hearing a large number of different instantiations of the construction. Experiments 2 and 3 of the present thesis (Chapter 4) demonstrate that a largely abstract construction can be acquired with a relatively low number of presentations (20), given a certain training pattern. 

Neither do we know how different types are needed for the child to abstract a variable. For example, to form an abstract [SUBJECT] [VERB] [OBJECT] construction, how many constructions with different subjects, verbs and objects does the child need to hear? Minimal variation, two types in each slot, is sufficient in principle, but many not be so in practice. The influence of verb type frequency on the formation of a largely abstract argument structure construction is investigated in Experiment 3 (Chapter 4). 

4.1.2  Semantic generality of the verb and its interaction with token and type frequency of the construction and its variable elements


A central claim of construction grammar approaches (see Section 1) is that argument structure constructions carry a particular meaning, independent of the particular verbs that may appear in the construction (see Sentence 1). Goldberg, Casenhiser and Sethuraman (in press) argue that the semantics of such a construction are most easily acquired when the construction appears with high token frequency, with a semantically general verb whose meaning is close to that of the construction in general. For the caused motion construction (sentence 62), for example, such a verb is put:

(62) She put the napkin on the table

Put is a semantically general verb, in that in can denote a wide range of actions. Much of its meaning seems to be largely derived from the argument structure construction in which it appears. Further examples are go for the intransitive motion construction (63) and give for the ditransitive construction (64).

(63) The boy went into the room

(64) She gave him a present

Goldberg et al. (in press) conducted an experimental study to test the hypothesis that “high token frequency of a single verb in a particular formal pattern facilitates the learning of the meaning of the abstract pattern” (p.17). Adult English speakers viewed films that introduced a construction novel in both form and function. The construction utilised SOV word order, as opposed to conventional SVO, and also contained a verbal suffix –o (65). The films were designed such that the novel construction was always used to denote a scene of appearance, construed very generally (a ball rolling onto the screen, a rabbit appearing from a hat and so on). 

(65) the king the ball moop-o-ed (as a ball rolls onto the screen)

Each subject heard five novel verbs used in the construction. The experimental manipulation was that a high token frequency group heard one verb used eight times, and the others twice each, whereas a balanced group heard three verbs used four times each, and two twice each. A forced choice comprehension task was used to investigate which group best learned the construction’s semantics. For each test trial, subjects heard the construction used with a nonce verb not presented during training and were asked to select one of two films - one denoting appearance (consistent with the semantics of the novel construction) and one a related action (for example a flower growing taller as opposed to appearing from out of the ground).The high token frequency group were able to select the appropriate film significantly more often than the balanced group or a no-training control group. 


This study suggests that the semantics of a construction are best acquired when the construction appears with a high token frequency, and with a semantically general verb. One problem, though, is that the adult participants will have already formed a large number of abstract constructions before the start of the experiment. Thus the task of acquiring the semantics of the novel construction might be very different for adults and infant learners who are forming their first constructions. 


In a related proposal, Ninio (1999) claims that children first use syntactic constructions exclusively with one or two semantically general pathbreaking verbs. After a period in which only these pathbreaking verbs are used in a particular construction, children rapidly generalise, and begin to use other verbs in this construction. According to Ninio (1999) “children induce from individual word-combinations some general principles that facilitate further learning” (p.619). Semantically general verbs are argued to serve as pathbreakers as they “express the relevant combinatorial property [of the class of verbs] in a relatively pure pattern” (p. 619). Although Ninio’s (1999) approach shares with that of Goldberg et al. (in press) the idea that semantically general (or light) verbs are particularly important for the acquisition of syntactic constructions, Ninio (1999) goes much further in arguing for a period in which only one or two such verbs are used in each construction. 

Support for Ninio’s (1999) hypothesis comes from her own analysis of longitudinal data from Hebrew-speaking children between the ages of 1;1 and 2;8. Looking at transitive SVO and VO constructions, Ninio (1999) found that children used their first verb (in most cases want but sometimes give, take or make/do) in each of these constructions for an average of 43 days before ever using another verb in each particular construction. It is possible, though, that this finding was merely an artefact of the sampling frequency. The majority of children studied were recorded for only thirty minutes, once a week. Given that children aged between one and two do not produce many multi-word utterances, it would not seem unlikely that instances of other, less frequent verbs being used in these constructions may have been missed.

Campbell and Tomasello (2001) investigated two predictions of Ninio’s (1999) pathbreaking verbs hypothesis with respect to the English dative constructions (to dative, double-object dative and for dative) for seven children aged 1;6-5;0. The first prediction, that semantically general verbs would be the first to appear in these constructions, was disconfirmed. Give, a semantically general verb with a meaning similar to that of the transitive construction, was the first verb for four of the children, but appeared after or at the same time as less general verbs such as show, feed, bring and read for the remaining three. Neither was Ninio’s (1999) prediction of a period where one or two verbs were used exclusively in each construction supported. Although one child (Sarah; Brown, 1973) followed this pattern, using only give in the double-object dative for a period of two months), the remaining six children showed no protracted period of single verb-use for any of the three constructions studied. Campbell and Tomasello (2001) concluded that children tend to use particular verbs simply because they are the verbs that are most often used by parents when talking about activities that are salient to their children. Effects of semantic generality are merely a by-product of the fact that such verbs are highly frequent as they are, by definition, applicable in a wide range of situations.

Theakston, Lieven, Pine and Rowland (2004) conducted an investigation specifically designed to investigate whether semantic generality is a predictor of early verb use over and above verb frequency. Analysis of data from nine children aged between one and three years revealed that both frequency and semantic generality were significantly related to the age at which particular verbs first appeared in the child’s speech.  However, a regression analysis revealed that, once the effects of input frequency had been removed, semantic generality was not a significant predictor of the order of acquisition for particular verbs for any of the children (using the criteria that a verb was scored as semantically general if described as such in any two of Ninio, 1999; Clarke, 1978 and Pinker, 1989). Similar results were found for the use of verbs in the two constructions studied by Ninio (1999): SVO and VO. Theakston et al. (2004) also demonstrated that that, once the effects of input frequency had been removed, “light” verbs were not used in a wider range of structures or with a higher degree of grammatical accuracy than more semantically “heavy” verbs. 

It would seem then, that the semantic generality of the verb is not a key factor in the formation of abstract argument structure constructions, although it might have some role in the acquisition of construction semantics. By contrast, the token frequency of the construction, (and, as will be argued in Chapter 4, the type frequency of variable elements which, in part, instantiate it) would seem to be important. Clearly, this issue is one that requires further investigation. Experiments 2 and 3 in the present thesis, then, represent a preliminary attempt to investigate the influence of these two factors on the formation of an abstract syntactic construction.

4.1.3 Construction conspiracies
One recent study suggests that another factor in the acquisition of complex, abstract syntactic constructions may be prior knowledge of other (often shorter) constructions that share some lexical overlap with the complex construction. Abbot-Smith and Behrens (submitted) investigated this construction conspiracy account, using a corpus of a German speaking child, between the ages of 2;0 and 5;0. The complex constructions for which acquisition was investigated were the stative passive (66) and the eventive passive (67) (from Abbot-Smith & Behrens, p.11):

(66) Der Ball ist an-ge-mal-t

       The  ball be-3sg-PRES  paint-PARTICIPLE     

       The ball is painted (the ball is in a state of paintedness)

(67) Der Ball wird an-ge-malt

       The Ball become-3sg-PRES paint-PARTICIPLE

       The Ball is going (or will go) through the process of being painted

The stative passive uses the verb sein (to be), whilst the eventive passive uses the verb werden (to become). Abbot-Smith and Behrens’ analysis showed that the child, Leo, became productive with the stative (sein) passive around eight months before the eventive (werden) passive (taking occurrence with eight verb types to be the criterion for productivity). Further analysis showed that before the onset of productivity with the sein passive, Leo had acquired a number of “source constructions” (p.28) - constructions which share a high degree of lexical overlap with the target construction – such as copula sein constructions (68-69) or the instransitive past participle construction (70).

(68) [NP] ist [adj]
(e.g., der Ball ist blau)

(69) [NP] ist [NP]
(e.g., der Ball ist ein Spielzeug)

(70) [NP] ist [PP]
(e.g., der Ball ist gefallen)

(from Abbot-Smith & Behrens: p.45)

By contrast, Leo showed no evidence of having acquired any of the related source constructions (such as the copula) for the werden passive, before the point at which this construction came to be used productively. Abbot-Smith and Behrens’ findings suggest that, as predicted by the construction conspiracy hypothesis, the acquisition of complex syntactic constructions is facilitated by prior knowledge of related, and perhaps simpler, source constructions. 

4.2 The formation of abstract construction schemas: Conclusion
Although there is little relevant research into the specific details of this process, since children are able to draw analogies purely on the basis of structural similarity in non-linguistic domains, it would seem reasonable to assume that they can draw analogies between utterances that share similarities in form and function. Thus, using the processes of schematisation and analogy, children move from concrete chunks of language to the abstract syntactic constructions that are held to underlie adult linguistic competence

5.0 Functionally Based Distributional Analysis and the Formation of Paradigmatic Syntactic Classes

When children in experiments such as those described in Section 3.2.1 are shown an action and told “this is called taming”, and are able to produce utterances such as “the frog is tamming the bear” and “the bear tamed”, this is evidence that they have abstracted some kind of VERB category from their input, and have assimilated the novel verb tam into it. How children acquire paradigmatic syntactic categories such as NOUN and VERB has long been a matter of debate. One approach (Pinker 1984, 1989), as discussed in the previous chapter, is to posit that the child has innate knowledge of these categories and linking rules that link them to categories that are observable in the world. For example, under Pinker’s (1984, 1989) proposal, the category of VERB is linked to ACTION. These linking rules allow the child to infer the grammatical structure of her language, and use this knowledge to parse sentences with non-actional verbs. The problem for such approaches is that, even in their earliest speech, children use verbs that do not denote actions (like, be, want), nouns that do not denote concrete objects (night, kiss) and so on.


Tomasello (2003) argues that children form such categories using functionally based distributional analysis, grouping together “linguistic items- either words or phrases- that play similar communicative roles in the utterances they hear around them” (p.170). For example, imagine that the child hears or produces the following utterances:

(71) want a cake

(72) want a kiss

Although kiss does not denote a concrete object, it serves a similar communicative function to cake. In this instance, both denote something that the child wants. Like the formation of syntactic constructions, the formation of paradigmatic syntactic classes seems to proceed in a piecemeal and uneven fashion. Children do not, at first, acquire broad range classes such as [NOUN] or [VERB], or even [CONCRETE OBJECT], but more semantically restricted classes such as [THINGS I CAN REQUEST]. 

As a demonstration, Tomasello et al. (1997) taught children aged 1;10 a novel noun in a syntactically neutral context (Look, a wuggie). Some children were able to use this noun in a plural morphological construction (two wuggies) and some in intransitive and transitive syntactic constructions (Wuggie gone, Hit wuggie). However, almost no children were able to use this novel noun productively in both a morphological and a syntactic construction. It would appear then, that some children assimilated the noun into an emerging category of things there can be more than one of, and some into an emerging categories of things that can be gone, or things I can hit. Children did not, it would seem, assimilate the item into an adult-like proper noun or even concrete object category, as even the existence of this latter category would have allowed for the production of both morphological and syntactic generalisations. 


An alternative way to conceptualise the process of syntactic category formation is to say that, rather than forming across-the-board syntactic categories, children are simply forming categories of items that can participate in certain constructions. Croft (2001) argues that since only certain verbs can appear in certain constructions, free-floating linguistic categories such as VERB do not exist. Instead, the child forms categories such as English transitive verb which are defined by their role in a particular syntactic construction. An interesting question, then, is whether children can form categories of items that perform a particular role in a particular construction independent of the communicative function of these items. In other words, can children use purely formal distributional properties of their input to form syntactic categories? Under Tomasello’s (2003) account, it is not clear how children would come to treat items that are similar formally, but not in terms of their communicative function, as members of the same syntactic category. For example, consider the utterances below:

(73) I kick the ball

(74) I want the ball

Kick and want do not serve the same communicative function as they denote an action and a psychological state respectively. Despite this lack of functional similarity, the items have a high degree of formal similarity as both can appear in the transitive construction (73-74), both can appear with –ed to denote past tense, with –s to denote third person present tense and so on. It would seem reasonable to suppose that children can use this distributional information to build a class of transitive verbs. 


Redington, Chater and Finch (1998) conducted a computer simulation to investigate the possibility that distributional information can be used to form such syntactic classes. The input to the simulation was a large corpus of child directed speech taken from the CHILDES database (MacWhinney, 2000). For each word in the input, the model recorded the previous N words and the following N words present in the input stream (N varied between 1 and 5. Results reported here are for N=1). The task of the simulation was simply to group together items of a similar surface distribution; that is to group together words that were often preceded or followed by the same words.

Analysis of the clusters formed by the system revealed that the model had formed several groups that corresponded largely to traditional syntactic categories. For example, 90% of the items grouped together in one cluster were nouns, whilst 72% of the items in another cluster were verbs. Additionally, within these broader clusters, smaller sub-clusters corresponding approximately to proper nouns and mass nouns, and to transitive and intransitive verbs also appeared. The performance of the model is all the more remarkable given the fact that the system received no phonological or morphological information, and so could not record distributional information at sub-lexical levels (for example, the fact that play and walk can both occur with –ing, -ed, -s and so on); information that is surely available to the language-learning child. Neither did the model receive any semantic information.


Given the apparent success of this and similar models (such as Jones et al. 1999; see Section 3.1.3), a reasonable conclusion would seem to be that children are able to use both functional and formal, distributional properties of linguistic items to build categories of items that can participate in particular syntactic and morphological constructions. 

6.0 The Appropriate Restriction of Linguistic Generalisations


Under the account outlined thus far, children generalise across substantive instantiations of constructions to acquire abstract constructions, and form categories of items that can serve particular roles in these constructions. This generalisation process is necessary to allow children to produce utterances that they have not heard before. However, as well as correct generalisations, children sometimes produce over-generalisations such as:

(75) * I don’t want any more grapes, they just cough me 

(76) * It always sweats me [Refusing sweater] (Both from Bowerman, 1988)

A classic problem in language acquisition is how children learn to cut back from such overgeneralisations, given that caregivers do not normally correct such utterances (the so called no negative evidence problem; Bowerman, 1988). Chapter 5 discusses several proposed solutions to this problem, and presents the results of an experiment designed to test the theory of entrenchment: one process which, under the theory of Tomasello (2003), children use to restrict their generalisations to those which are considered grammatical. 


The processes of entrenchment and pre-emption will be discussed in more detail in Chapter 5. Briefly, the entrenchment hypothesis (Braine, 1988; Braine & Brooks, 1995) states that repeated presentation of a particular verb (e.g., disappear) in a particular argument structure construction (e.g., the intransitive- the rabbit disappeared) leads to the inference that the use of that verb in non-attested constructions (e.g., the transitive) is not permitted (*the magician disappeared the rabbit). Pre-emption is the idea that when a child hears a particular meaning expressed using a particular construction (usually a construction that is non-conventional for the discourse situation) (e.g., the magician made the rabbit disappear), this pre-empts (blocks) the use of other (usually more conventional) constructions that could be used to convey this meaning (*the magician disappeared the rabbit). Under Tomasello’s (2003) theory, children restrict their generalisations using the dual processes of entrenchment and pre-emption, and also by the formation of semantic verb classes, as proposed by Pinker (1989).

7.0 Challenges for the Constructivist Account and Conclusion

7.1 Factors influencing children’s learning of productive construction schemas

Although it would seem that constructivist models of the type proposed by Tomasello (2003) are more compatible with the available data than current generativist models, such accounts, as yet, remain rather underspecified. Perhaps the greatest challenge facing constructivist accounts is to explain “why some markers come to function as ‘islands’ in the child’s grammar and others do not” (Pine et al., 1998: 826). Even more crucially, a serious constructivist account must be able to predict which frames will be formed, on the basis of an input corpus, and information about whichever other factors prove to be relevant. Section 3.3 summarised a few of the large number of studies which have demonstrated that children abstract the markers or frames that are most frequent in their input. Whilst simple token frequency may well be a good predictor of the frames children will abstract, it is certainly not the only factor. Constructivist theorists, then, must seek to identify the other factors that influence the formation of construction schemas, and to explain the manner in which all these factors interact.

One factor which has been rather neglected is the communicative intention of the child. One of the earliest schemas which children seem to form is Want X (e.g., Braine, 1976), yet it is unlikely that this frame is one of the most frequent in maternal speech. However, the child seems to learn very early on that this frame is useful for obtaining a desired item or activity, and so preferentially abstracts this frame over more frequently occurring ones. Similarly, Theakston et al. (in press), analysing naturalistic data from 11 mother-child dyads (see Theakston et al., 2001) found that the subject + auxiliary combination I’m was acquired well before the higher frequency combination you’re, presumably because young children are more interested in talking about their own actions than those of others. 


Another significant, and related, factor must surely be the semantic transparency of the construction. The meaning of the construction Want X is clear to the child. By comparison the meaning of a later acquired construction such as Why’s he X ing? is much less apparent. The semantic coherence of the different items that appear in the variable slot of a construction frame in the input may also influence acquisition. It may be easier to form an abstract slot when the different items form a coherent semantic class (for example 77-80) than when they do not (81-84).

(77) kick it



(81) kick it

(78) hit it



(82) want it

(79) punch it



(83) see it

(80) [HIGHLY TRANSITIVE ACTION] it

(84) [?] it


One factor which has been discussed by many authors, yet is rarely investigated, and is not systematically incorporated into any complete constructivist account, is the phonological salience of particular items in the input. For example, Slobin (1982) argues that Turkish morphological constructions are learned relatively early because the inflectional morphemes are (amongst many other factors), postposed, syllabic and stressed. Similarly, the English present progressive morpheme –ing seems to be acquired relatively early, perhaps because it is syllabic. Conversely, the lack of phonological salience could explain many language acquisition phenomena. For example, apparent “optional infinitive” behaviour (see Chapter 1), could be caused by children dropping cliticized auxiliaries that lack phonological (and semantic) salience from the adult model (e.g., I’m doing it ( I doing it). Of course, any model which builds in a role for phonological salience must find a way to define this concept objectively, for example in terms of the duration and amplitude of particular morphemes in relation to surrounding material. Defining phonological salience, then, is another important challenge for constructivist theorists. 


Working memory is another factor which has been often discussed, but never formally incorporated into a constructivist theory. It is surely the case that short construction frames  (e.g., Want X) are easier to acquire than longer frames (e.g., I’m X-ing it), yet this factor has not been systematically investigated.


As well as simple token frequency of the invariant material in a construction (the frame), the type frequency of the variable slot-filler items may well also play a role in construction acquisition (as discussed in Sections 3.3.2 and 4.1.2 of the present chapter). Experiment 3 (Chapter 4) investigates the proposal that increased type frequency facilitates the acquisition of a construction with an abstract slot, as it demonstrates to the child that particular instantiations of a construction are not fixed chunks, but contain a variable slot.


Another factor which may influence the formation of a construction schema is the temporal distribution of instantiations of that construction in the input. Several studies have shown that word-learning is facilitated when the exemplars are presented in a number of sessions on different days, as opposed to in a single sitting (e.g., Childers & Tomasello, 2002). Experiments 2 and 3 (Chapter 4) investigate whether this distributed learning effect applies to construction-learning.

7.2 Defining chunks, construction schemas, slots and frames



Constructivist theories of language acquisition must find a way to define or operationalise a construction schema, a chunk, a slot, a frame and so on. Whilst a common claim is that children learn frames or chunks that are the most frequent in their input, these concepts are usually defined post-hoc, on the basis of the chunks that children appear to have acquired: The definition of a chunk is circular. When looking at a child’s spontaneous speech data, a theorist could, in principle, posit whatever chunks are necessary so as to maximise the likelihood that that these “chunks” are the most highly frequent strings in the input data. Had the theorist posited a different chunk, then any observed frequency effect might not have been found. For example, with regard to non-subject wh- questions (see Chapter 3), Rowland and Pine (2000) define a frame as a wh- operator + lexical auxiliary combination (e.g, why don’t…). Under this definition, the frames that the child learns are indeed those that are most frequent in the input. However, to account for one particular observation, Rowland and Pine (2000) suggest that the child under investigation formed a wh- operator + lexical auxiliary + subject chunk (why don’t you). If all chunks had been defined as particular combinations of wh- operator, lexical auxiliary and subject, then the observed effect of input frequency would, almost certainly, not have been found.


To an extent, it is possible to mitigate against this problem of circularity, by ensuring that one’s definition of a chunk is not completely arbitrary but is, to some extent at least, principled. Most theorists attempt to (a) define chunks that seem to reflect the child’s productivity, or patterns found in the input data and (b) adhere consistently to this definition throughout a particular study.  For example, Dabrowska and Lieven (in press) define a fixed phrase (chunk) as any item that occurs at least twice in exactly the same form in the entire corpus (including both parent and child data), and a frame with slot as “a string consisting of one or more fixed phrases and one or more slots” where “a slot was established if at least two different expressions belonging to the same semantic category occurred in the same position in the frame” (p.18).


However, any strict definition of a chunk will inevitably suffer from a degree of arbitrariness. For example, why should two as opposed to three occurrences of a string constitute evidence of a chunk? Furthermore, it is probably the case that children abstract chunks of different sizes for different lexical combinations, with regard to both wh- questions (Rowland & Pine, 2000) and other syntactic structures. If constructivist theories are to provide a predictive mechanism rather than simply post-hoc descriptive accounts of particular phenomena, then they must find a way to define a chunk, a slot-filler and so on in an independently motivated fashion. 

7.3 Methodological factors and age differences


Another potential problem for the constructivist account discussed here is that different experimental paradigms often produce results that are somewhat contradictory with respect to the age at which children acquire abstract, verb-general constructions. Preferential looking tasks (e.g., Naigles, 1990; Hirsch-Pasek et al., 1996) demonstrate that children have at least some sensitivity to abstract properties of transitive constructions from as young as 2;1, yet children are unable to correctly act out transitive utterances until after their third birthday (Akhtar & Tomasello, 1997). Ahktar and Tomasello (1997) also found that eight out of ten children aged 3;8 were able to use a novel verb productively in a transitive utterance, yet children aged 3;6 failed to correct “weird word order” sentences with novel verbs on around 50% of occasions (Akhtar, 1999), and some children as old as 4;6 failed to demonstrate complete abstract knowledge of this construction (and the passive) under a syntactic priming paradigm (Savage et al., 2003). 


Under Tomasello’s (2003) account, children build up abstract grammatical constructions only extremely gradually. Therefore it could be the case that syntactic priming requires an extremely “strong” abstract representation, whilst only a relatively “weak” representation is required to look at a picture matching an utterance in the conditioned head-turn procedure. However, this explanation is both vague and post-hoc. Constructivist accounts must aim to specify both the precise nature of children’s knowledge at each developmental stage, and what the different experimental paradigms really reveal about this knowledge. Most importantly, to provide a viable alternative to generativist accounts, constructivist accounts must generate testable predictions with regard to the outcome of such studies. 


Of course, some apparently contradictory findings may simply reflect the fact that the studies discussed were conducted with different children, who may have varied widely in linguistic ability or development. Ideally, it would be desirable to conduct studies using all of these different paradigms (including naturalistic data studies) with a single group of children at various ages. Such an undertaking is beyond the scope of this thesis. However, Chapter 3, in which I evaluate naturalistic and new experimental data on the acquisition of a complex syntactic construction (the non-subject wh- question), attempts to address the issue of interpreting results collected using different paradigms.

7.4 Conclusion


Although the constructivist account of Tomasello (2003) remains underspecified in several areas, and has a number of issues to address, the reader should now be convinced that this theory at least holds the promise of providing a relatively complete account of language acquisition, and is a more viable account that any proposed under a generativist, UG framework.


The experiments presented in the following chapters serve two purposes: (1) to provide an empirical investigation of specific predictions of both Tomasello’s (2003) constructivist theory and competing generativist accounts and (2) to investigate certain underspecified aspects of the acquisition process in the theory as it currently stands. 

Chapter 3: Experiment 1. Children’s Acquisition of Non-subject Wh- Questions as a Test of Movement-Based (Generativist) and Construction-Based (Constructivist) Accounts of Language Acquisition

Chapters 1 and 2 introduced generativist and constructivist theories of language acquisition respectively. The current chapter presents the results of an experiment designed to mediate between the two approaches.


One important respect in which the two approaches differ is that, as discussed in Chapter 1, a key concept for many generativist theories is that of syntactic movement: Utterances are generated by moving elements of an underlying deep structure. Constructivist theories, on the other hand, include no role for syntactic movement: All utterances are formed using construction schemas. 


A useful way to test the competing theoretical approaches, then, is to study children’s acquisition of a syntactic structure that is generated using movement rules under a generativist account, but, from a constructivist standpoint is simply another abstract construction which the child must acquire in piecemeal fashion. The experiment reported in this chapter investigates young children’s acquisition of just such a structure: the non-subject wh- question
, for example Who can she see?. The basic strategy employed was simply to elicit various different instances of this question from young language learners, to investigate whether the pattern of correct and incorrect usage observed conformed to that predicted by various generativist and constructivist models. 

1.0 Introduction: Generativist and Constructivist Approaches to the Acquisition of Non-subject Wh- Questions

Under the generativist approach, non-subject wh- questions are formed as follows. The wh- operator (who) that is the syntactic object of the question in its underlying structure (she can see who?) moves from its initial position in the inflectional phrase, IP, to the specifier position of the complementizer phrase, CP (who she can see?). The auxiliary verb
 (can) then raises from its original position inside the IP to the specifier position of C’ which is located at the head of CP (C’’).

(1) [CP Whoi [C’ canj [IP she tj see ti?]]]

The key assumption of all movement-based accounts of non-subject wh- question formation is that when children are able to form these questions correctly they do so on the basis of a subject-auxiliary inversion rule which governs the movement of the auxiliary to the head of CP. Before this rule is operational, children may produce so-called uninversion errors in which the auxiliary does not move from its original position in IP, and therefore does not precede the subject (*who she can see?). Such errors were first reported by Bellugi (1965). 


A potential problem for movement-based accounts is the finding that children go through a stage in which they produce both correctly inverted questions (who can she see?) and uninverted questions (*who she can see?) (Errich, 1984; Labov & Labov, 1978; Stromswold, 1990; Rowland & Pine, 2000.) Other errors observed in this stage include auxiliary omission (*who she see?) or double marking (*who can she can see?) (Hurford, 1975; Maratsos & Kuczaj 1978; Kuczaj, 1976; Berk, 1996). These findings are problematic for rule-based accounts as it is difficult to see why the child should make such errors when the presence of correct questions in her speech indicates that she is in possession of the necessary subject-auxiliary inversion rule. 


On the face of it, this problem may seem insurmountable. Since all movement rules (including the subject-auxiliary inversion rule) operate on classes of items (e.g., SUBJECT, AUX), there would seem to be no reason why the child, having produced one question in which the SUBJECT and AUX are correctly inverted should fail to use other members of these classes correctly. Indeed, generativist models would appear to explicitly rule out any role for the particular SUBJECT or AUX used. 

In fact, generativist theories of wh- question acquisition are able to (and do) build in a role for the identity of the AUX (or the wh- operator), provided that they appeal to formal properties of the item. Stromswold (1990), DeVilliers (1991), Valian, Lasser & Mandelbaum (1992) and Santelmann, Berk, Austin, Somashekar & Lust (2002) argue that the subject-auxiliary inversion rule, as a general principle of Universal Grammar, is available to children from the very first stages of multi-word speech. The observed errors occur when the child has not yet learned to correctly apply this principle to the relevant grammatical items in the target language. Thus errors occur when the child fails to apply this rule to certain wh- operators (DeVilliers, 1991; Valian et al. 1992) or certain auxiliaries (Stromswold, 1990; Santelmann et al., 2002)

Rowland and Pine (2000) argue that none of these accounts are fully compatible with the available data, and advocate instead a construction-based account under which children “will only produce correctly inverted wh- questions when they have been able to learn the relevant wh + aux combinations necessary to produce the question from the input” (p.177).

1.1 Testing generativist and constructivist accounts


All of these theories have arisen out of, and draw their support from, analyses of various corpora of naturalistic child data
. Although corpus analysis enjoys the advantage of relatively high ecological validity, one shortcoming of the approach is that certain wh- operator + auxiliary combinations are produced with extremely low frequency (or, in some cases, not at all) in the datasets. This means that the specific predictions made by each of the theories are sometimes difficult to test. In this chapter I report the findings of what I believe to be the first experimental study to successfully elicit productive non-subject wh- questions from three and four-year-old children (though Valian & Casey, 2003, elicit such questions using a repetition paradigm). Specific predictions made by each of the accounts with regard to errors of uninversion, and the production of well-formed questions, are then compared to these empirical findings. The following sections outline the predictions made by each of the theories. 

1.2 Generativist accounts of non-subject wh- question formation and their predictions

1.2.1 Wh- operator-specific approaches (DeVilliers, 1991; Valian et al., 1992)

Although their accounts differ in the specific details, both DeVilliers (1991) and Valian et al. (1992) argue that uninversion errors are a result of children failing to apply their knowledge of subject-auxiliary inversion to particular wh- operators.

1.2.1.1 De Villiers’ (1991) adjunct analysis

DeVilliers (1991) claims that children initially mis-analyze wh- questions such that the wh- operator is analyzed as an unmoved element, generated in place at the start of the sentence (in the specifier of IP). This mis-analysis is caused by the presence in the input of a certain uncommon type of adjunct wh- question in which the subject and auxiliary are uninverted (e.g., How come he is leaving?), which children then extend to all wh- questions, producing uninversion errors (*Why he is leaving?). 

These errors cease when the child produces sentences in which the wh- operator is used as a complementizer (I know why he is leaving), as such sentences demonstrate to the child that the particular wh- operator must always appear in the specifier of CP. However, this reanalysis “comes in piecemeal with each wh-word” (p.171). DeVilliers (1991) claims that the misanalysis of “adjuncts ‘how’ and ‘why’… persists for some time” (p.171), presumably because the mis-analysis was triggered by rogue adjunct wh- operators in the first place. This theory, therefore, makes the prediction that uninversion errors with adjunct wh- operators (e.g., how, why) will persist for longer than those with argument wh- operators (e.g., what, who), and thus, that there will be a period in when such errors appear only, or at least far more frequently, with these words. 

1.2.1.2 Valian et al.’s (1992) optional inversion rule


Valian et al. (1992) also argue that children possess knowledge of the subject-auxiliary inversion rule from the earliest observable stages. Uninversion errors co-exist with correctly formed questions, it is argued, because children apply this rule only optionally. These authors claim that children will have some evidence of optional inversion from yes/no questions (Minnie can see the bear?) (to this we might add, echo questions such as She said WHAT?). The child will also hear wh- operators used in subject position in subject questions such as who can see the bear?, and in certain adjunct questions, such as how come? Additionally, optional inversion is argued to be a possibility that the child must consider, since it does apply in some languages (such as French). 


According to Valian et al. (1992), children must learn that subject-auxiliary inversion is obligatory for English non-subject wh- questions on a wh- word by wh- word basis. Although these authors do attempt to predict the order in which children will apply obligatory inversion to each wh- word on a principled basis, this prediction is virtually impossible to test, since even perfect inversion for a particular wh- operator could be the result of either an obligatory or an optional inversion rule. 

Valian et al.’s (1992) account, then, makes only one testable prediction, which it shares with the account of DeVilliers (1991). Since both explain question formation as the application of a subject-auxiliary inversion rule which is applied optionally or inconsistently to different wh- operators, both share the prediction that uninversion errors will pattern by wh- operator, but not by auxiliary.

1.2.2 Auxiliary-specific approaches (Stromswold, 1990; Santelmann et al. 2002)

Stromswold (1990) and Santelmann et al. (2002) argue that, from the point at which they first begin to produce non-subject wh- questions, “children’s grammars initially contain knowledge of inversion” (Santelmann et al. 2002: 820). Thus children know that inversion is obligatory, and attempt to invert when producing questions. Errors are hypothesised to occur only for two auxiliaries that display idiosyncratic properties: copula BE and the dummy auxiliary DO. Copula BE is unique in that it is the only main verb that displays inversion in questions (compare 2 and 3).

(2) Minnie is a mouse ( What is Minnie?

(3) Minnie Mouse likes cake ( *What likes Minnie Mouse?

Therefore, children are predicted to make uninversion errors with copula BE until they learn to “override their grammatical knowledge that main verbs do not raise…for their language” (Santelmann et al., 2002: 837) for this particular item.

The dummy auxiliary DO is also unique in that, unlike all other auxiliaries, it is not present in the underlying declarative sentence (4) unless it is added for emphasis or negation (5).

(4) Minnie Mouse likes cake

(5) Minnie Mouse does (not) like cake

When a declarative sentence such as (4) is transformed into a question, since main verbs cannot invert (3), the dummy auxiliary DO is inserted to bear tense and agreement (6):
(6) What does Minnie Mouse like?

This process of DO-support in questions does not fall naturally out of children’s UG knowledge of inversion, but is a historical accident of the development of English. Thus children are predicted to make uninversion errors when forming questions with DO (e.g., what Minnie Mouse does like?) until the idiosyncratic properties of this item are learned.


Thus the theories of both Stromswold (1990) and Santelmann et al. (2002) predict a higher level of uninversion for copula BE and auxiliary DO than for any other auxiliary. Reporting the results of a study involving elicited imitation of yes/no questions, Santelmann et al. (2002) state that “verb types…that either cannot move to C (lexical main verbs) [i.e., questions involving DO-support]…or that also require V to I movement (copula BE) show a deficit in production of Question inversion” (p.836).  Stromswold (1990), like DeVilliers (1991), also argues that adjunct wh- operators may be associated with higher levels of uninversion that argument wh- operators.

Both these accounts also share with those of DeVilliers (1991) and Valian et al. (1992) the prediction that uninversion errors will not differ according to the particular form of the particular auxiliary verb (hence lexical auxiliary subtype) used (e.g., 3sg vs 3pl). Under all these accounts, non-subject wh- questions are formed by an inversion rule which operates on the categorical variables of SUBJECT and AUX, and not on particular lexical subjects or auxiliaries. Thus, although two accounts (Stromswold, 1990; Santelmann et al., 2002) predict that uninversion errors will pattern by auxiliary type (e.g., copula BE/auxiliary DO vs auxiliary BE), all four accounts must predict that such errors will not pattern according to lexical auxiliary subtype (e.g., is vs are, does vs do). Stromswold (1990) explicitly states that once children “hear a particular auxiliary, they generalize across tense, number and person” (p.20). This prediction is also implicit in Santelmann et al.’s (2002) study, in which evidence about children’s use of a particular auxiliary form (e.g., is) is used to make claims about their knowledge of the patterning of the auxiliary verb (e.g., BE) in general. More generally, all formalist accounts (by definition) make the assumption that children (and adults) produce utterances by manipulating lexical or functional categories of items rather than individual lexical items themselves.

1.3 A constructivist account of non-subject wh- question formation and its predictions: A lexical learning (wh- operator + lexical auxiliary subtype- specific) approach (Rowland & Pine, 2000)

As discussed in Chapter 2, under functionalist, construction-based accounts of language acquisition (e.g., Tomasello, 2003), children acquire a structured inventory of grammatical constructions, which become increasingly abstract as development proceeds.

Rowland and Pine (2000) argue that the non-subject wh- question is simply another construction schema that the child must acquire (see also Dabrowska, 2000). Like other construction schemas, the child begins by acquiring a number of lexically-specific schemas (e.g., Where’s [X]?, What’s [X]?), and may then generalise across these to form a more abstract schemas (e.g., the copula construction: [Wh- operator] [COPULA BE] [NP]). It is important to emphasise that there is no role for syntactic movement, transformations, or a subject-auxiliary inversion rule under this account. This is not to say that children do not, eventually, form some more general non-subject wh- question construction, or that these constructions, or elements thereof, are not linked to other constructions or their elements. The important point is that non-subject wh- questions are not formed by transforming declarative sentences using rules acting on formal variables, but have an independent existence.


As is often the case with construction-based approaches, the difficulty lies in specifying a priori the nature of the early lexically-specific constructions with which the child is assumed to be operating. Rowland and Pine (2000) argue that “the child’s lexically-specific knowledge is likely to centre round wh-word + auxiliary combinations, rather than auxiliary + subject combinations” (p.164). One reason to favour this assumption is that the range of wh- operators and auxiliaries is relatively narrow (especially, perhaps, in speech to young children), whereas the range of subjects is potentially infinite. Also, Fletcher (1985) provides evidence that virtually all of one child’s earliest non-subject wh- questions fitted one of only three specific wh- operator + auxiliary templates (How do..., What are... or Where is...). It must be stressed that the term auxiliary, for Rowland and Pine’s theory, refers to a specific lexical auxiliary - that is a specific form of a specific auxiliary (e.g., is) - and not to all the different inflectional forms of a particular auxiliary (e.g., BE, consisting of am/is/are).


In contrast to the generativist theories outlined above, Rowland and Pine’s (2000) constructivist theory predicts that uninversion errors will pattern by neither wh- operator nor auxiliary alone but by wh- operator + lexical auxiliary combination. This is because the child is hypothesised to produce correct non-subject wh- questions only “when [she] has leant a wh-word + auxiliary marker around which to base her question frame” (p.164) Uninversion errors will occur only “when the child has not learnt the particular wh-word + auxiliary marker around which to base the question she wishes to ask” (p.165). In such cases uninversion errors may be the result of a “groping pattern” (Braine, 1976) whereby the child, in the absence of knowledge of the appropriate construction frame, uses either an entirely different frame (such as part of a declarative frame) or misuses the appropriate frame, as it has not been sufficiently well learnt. Errors will disappear as the child acquires more wh- operator + auxiliary combinations from the input, and slowly generalises across all members of the wh- operator and auxiliary categories.


Rowland and Pine’s (2000) theory also makes the prediction that “the wh-word + auxiliary combinations that the child uses in inverted wh- questions will be of significantly higher frequency in the child’s input than the wh-word + auxiliary combinations that the child fails to use” (p.165). This prediction is based on the assumption that children will acquire a particular lexically specific pattern only if it is present with sufficient frequency in the input.

1.4 Summary of the predictions of the different accounts

We have considered three different classes of account of children’s acquisition of non-subject wh- questions, each of which makes a different prediction about the pattern of subject-auxiliary uninversion errors. In short, errors are claimed to pattern according to the identity of the wh- operator (DeVilliers, 1991; Valian et al., 1992; Stromswold, 1990), of the auxiliary (Stromswold, 1990; Santelmann et al., 2002), or of specific wh- operator + lexical auxiliary combinations (Rowland & Pine 2000).


This chapter reports the findings of an experimental study designed to systematically test the predictions made by each of the accounts outlined above against elicited production data, and, in so doing, to mediate between movement-based (generativist, see Chapter 1) and construction-based (constructivist, see Chapter 2) accounts of language acquisition. Table 3.1 sets out these predictions, and the manner in which they are investigated in the present study. 

 
Since we attempt to elicit only one production for each of the 32 wh- operator + lexical auxiliary combinations, all comparisons will be between-subjects only. Although the predictions made by Rowland and Pine’s (2000) account are, strictly speaking, testable only within-subjects, the between subjects comparison is valid to the extent that children receive similar maternal input (see, for example, the Manchester corpus: Theakston et al., 2001).

2.0 Method

2.1 Participants 

Participants were 28 monolingual English-speaking children (12 male and 16 female) aged between 3;6 and 4;6 (mean = 4;1) recruited from two primary schools in Manchester, England. Children were excluded if they failed to ask at least one question during the warm up period (six children, all 

	Table 3.1 

Predictions Made by Different Theories of Non-subject Wh- Question Acquisition

	
	
	

	Reference
	Prediction
	Test

	De Villers (1991)

Stromswold (1990)
	Adjunct wh- words will be associated with more errors than argument wh- words.
	Compare error rates for why and how (adjuncts) to those for what and who (arguments)

	De Villiers (1991)

Valian et al. (1992)
	Errors will pattern according to wh- word but not according to auxiliary type
	Compare error rates for four different auxiliaries: Copula BE, auxiliary BE, dummy auxiliary DO, modal CAN

	Stromswold (1990)

Santelmann et al. (2002)
	“verb types…that…require V to I movement (copula BE) show a deficit in production of question inversion” (Santelmann et al: p.836)
	Compare error rate for Copula BE to those for auxiliary BE and modal CAN

	Stromswold (1990)

Santelmann et al (2002)
	“verb types…that…cannot move to C (lexical main verbs) [i.e., questions requiring DO-support] show a deficit in production of Question inversion” (Santelmann et al: p.836)”
	Compare error rate for the dummy auxiliary DO to those for auxiliary BE and modal CAN

	De Villiers (1991)

Valian et al. (1992)

Stromswold (1990)

Santelmann et al (2002)
	Errors will not pattern according to the particular lexical subtype of the auxiliary used.
	Compare error rates for 3sg and 3pl forms for copula BE (is/are), auxiliary BE (is/are) and the dummy auxiliary DO.

	Rowland & Pine (2000)
	Errors will pattern according to particular wh- operator + lexical auxiliary combinations. “Inverted and uninverted wh- questions occur with different populations of wh-word and auxiliaries” (p.165)
	Test for interactions, revealing different error and correct question rates for each of the different wh-word + lexical auxiliary combinations

	Rowland & Pine (2000)
	“Wh-word + auxiliary combinations that the child uses in inverted wh- questions will be of significantly higher frequency in the child’s input than the…combinations that the child fails to use” (p.165)
	Compare error and correct question rates for each of the different wh-word + lexical auxiliary combinations to input frequency (from a matched maternal speech sample)


Note. “error” here refers exclusively to subject-auxiliary uninversion errors

of whom attempted to answer rather than ask questions), failed to produce at least five correctly-formed non-subject wh- questions over the course of the study (four children), gave a large number of unintelligible responses (two children) or failed to complete the study due to absence or uncooperative behaviour (three children).
2.2 Materials

 
A toy dog with an internal loudspeaker connected to a minidisc player was used to provide responses to children’s questions (a similar methodology to that used by Valian & Casey, 2003). Four discs containing the same answers presented in different order (to allow for counterbalancing for question order) were recorded, with the present author providing the (male) voice for the dog. Five animal puppets (Mickey and Minnie Mouse, a frog, a duck and a bear) and eight small inanimate object toys (e.g., cup, ball, pen) were used to enact the scenarios about which questions were to be asked. A small cardboard screen was used to hide characters from the children where necessary. 

2.3 Design 

The experiment employed a 4x4x2x4 mixed design. The three within-subjects variables were wh- operator (what/who/how/why) auxiliary type (copula BE/auxiliary BE/auxiliary DO/modal CAN) and lexical auxiliary subtype, which varied according to number (3sg/3pl). The between-subjects variable was the order in which questions were elicited. Four pseudo-random orders were generated with the stipulation that no two consecutive questions could use the same wh- operator, the same auxiliary, or homophonous forms of different auxiliaries (i.e., copula/auxiliary is or copula/auxiliary are). A further stipulation was that the wh- operator who did not appear in any of the first four elicited questions, as subject who questions were used during the warm-up period.

2.4 Procedure 

In order to systematically test each of the predictions outlined above, 32 non-subject wh- questions, each corresponding to a unique combination
 of the three within subjects variables (wh- operator, auxiliary and number) were elicited from each participant.


The child was first shown and asked to name the toys and animal puppets, which all were easily able to do. The experimenter then introduced the child to the talking dog toy, and explained that the dog would speak only to answer questions which the child had put to him. The experimenter also told the child that he would help by telling her what questions to ask. 


Four warm-up trials were used to introduce the child to the “game” of asking the dog questions about Mickey and Minnie Mouse, in response to a prompt from the experimenter. All warm-up trials used subject who questions, as these allow the child to ask a well-formed question by imitating a part of the experimenter’s prompt, and children have been shown to produce the fewest errors with this operator, at least for non-subject questions (Rowland, Pine, Lieven & Theakston, in press).

 At the start of each warm-up trial, the experimenter placed Mickey or Minnie Mouse and three other animal puppets behind a screen, out of the view of the child. Actions were performed behind a screen, as previous research (e.g., Crain and Nakayama, 1987) has demonstrated that children display a pervasive tendency to answer rather than ask questions, unless they are unaware of the correct answer. The experimenter then performed the relevant action behind the screen and said “Oh no! Somebody hit (or kicked/bit/dropped) Mickey (or Minnie) Mouse. Let’s ask the dog who hit him. Can you ask the dog who hit him? Say it after me ‘who hit him?’ and again ‘who hit him?’ ”. In the majority of cases the child produced the appropriate subject wh- question (e.g., Who hit him?). The experimenter then operated the minidisc player, in order to have the dog produce an appropriate response (e.g., the frog hit him), which the experimenter and the child then enacted with the toys. Six children failed to ask appropriate questions for any of the four warm-up trials, and, instead provided possible answers (e.g., the bear hit him). Only children who produced at least one correct question form proceeded to the test phase.


For each of the 32 test trials the procedure was as follows. The experimenter selected the relevant character(s) (Minnie Mouse, or Mickey and Minnie Mouse) and other animals and toys as necessary, placed them behind a screen and, out of view of the child, performed the relevant action. For trials in which the elicited question concerned states (e.g., who does she like?), identities (e.g., who are they?) or future actions (e.g., what can she draw?, how can they reach the cup?) the screen was not used. The experimenter then produced three utterances (constituting the prompt for that trial), in order to elicit the appropriate non-subject wh- question from the child. Table 3.2 shows some sample prompts used in the experiment. The full text of all prompts used can be found in Appendix A.

	Table 3.2. 

Sample Experimenter Prompts Illustrating the Use of the Appropriate Pronominal Subject, Wh- Operator and Lexical Auxiliary form in Uninverted Order



	Wh-

op
	AUX Type
	AUX Sub-

type
	(1) Statement
	(2) I wonder… clause
	(3) “Ask the dog” clause
	Target child response 

(and dog’s answer)

	What
	Cop BE
	3sg
	Minnie is some kind of animal, but I’ve forgotten.
	I wonder

what she is
	Ask the dog 

what she is
	What is she?

(She is a mouse)

	Who
	Aux BE
	3pl
	Mickey and Minnie are drinking something
	I wonder

what they are drinking
	Ask the dog 

what they are drinking
	What are they drinking? 

(They are drinking coke)

	How
	Aux DO
	3sg
	Minnie doesn’t kick the ball with her hands
	I wonder

how she does kick the ball
	Ask the dog 

how she does kick the ball
	How does she kick the ball?

(She kicks the ball with her feet)

	Why
	ModalCAN
	3pl
	Mickey and Minnie can hear the frog
	I wonder 

why they can hear the frog
	Ask the dog 

why they can hear the frog
	Why can they hear the frog? 

(The frog is singing very loud)


 
The first utterance made some kind of general statement, establishing the background for the question to be asked, and included the auxiliary verb (in negative form for DO questions) and any main verb, adjective, or transitive object NP that was to be used in the question form. The second and third utterances contained the appropriate pronominal subject, wh- operator and lexical form of the auxiliary in the main clause of the utterances I wonder… and Ask the dog… respectively. All auxiliaries were supplied in full, uncontracted form in both the experimenter’s prompt and the dog’s reply. 

With the exception of those using copula BE, all questions concerned transitive actions. This was to ensure parity between the argument wh- questions (what and who), which, by their nature require a direct object, and the adjunct wh- questions (how and why). All questions used the pronoun form she (3sg) or they (3pl). The decision to use only a female sentence subject (she, denoting Minnie Mouse) was taken for two reasons. Firstly, since female subjects are less frequent than male subjects (as revealed by an informal search of the CHILDES database), it was felt that they would attract a greater number of uninversion errors (the measure for which the competing theories of question acquisition make different predictions). Secondly, since the talking dog character was portrayed as male (and had a male voice), the referent of the pronoun he would have been ambiguous between the sentence subject (Mickey Mouse) and the dog character.

Thus, for each question, the child, on two occasions, heard the pronominal subject, the appropriate wh- operator, and the appropriate lexical form of the relevant auxiliary, but in uninverted order. In order to form an appropriate non-subject wh- question, the child had to reproduce a part of the experimenter’s prompt, inverting the subject and the auxiliary. Thus the design provides an extremely pure test of movement-based accounts of question formation. In order to produce a well-formed non-subject wh- question, the child does not have to supply a correctly inflected auxiliary, an appropriate nominal pronoun form, or even the relevant wh- operator. Rather, the child merely has to apply a syntactic movement rule to elements that are already present in the prompt sentence. 


When the child had attempted to produce an appropriate question, the experimenter then operated the minidisc player, in order to have the dog produce an appropriate response, which was then enacted with the animal toys (where appropriate). If the child failed to produce a response, the experimenter reminded the child to “ask the dog” but did not repeat any of the prompt. The 32 questions were split into four blocks of eight, each of which was presented on a different session on one of four consecutive days (with the four warm-up trials presented immediately before the first test session on Day 1). To control for order effects, four different versions of the test were constructed, with the 32 questions elicited in a different order for each.

2.5 Scoring 

Children’s responses were transcribed and coded by the author. Each response was classified into one of the five mutually exclusive response categories shown below.
· Correct Question A well-formed non-subject wh- question with no errors permitted (except NP substitutions- see below)

· Uninversion error A question in which the subject and auxiliary appear in uninverted order (e.g., Who they do like?, What she is drinking?) but with no other error. 

· Double auxiliary A question in which a child produces one correct auxiliary form , plus a second auxiliary form, whether correct or incorrect (e.g., What do they do like?, What do they does like?, Why is she can hear the frog?), but with no other error.
· Omitted auxiliary A question in which the auxiliary verb is either absent or unclear, but with no other error.

· Other error Any other error, including incorrect auxiliary forms (e.g., “what do she like?”), case marking errors (“what does her want?”), subject omission (“what does like?”), and responses in which the subject asked a non-target question (e.g., “what are they called?” for “who are they?”). In fact, since the experimenter supplied the correct wh- operator, auxiliary and subject pronoun forms in the prompt sentence, such errors were virtually non-existent. Zero, unclear or irrelevant responses, or trials for which the child attempted to answer rather than ask a question were also scored as other.

Substitutions of he for she and of full NPs for pronouns (e.g., Mickey and Minnie for they) were disregarded. On only a handful of occasions did a child produce more than one response for a trial. On each occasion, the second utterance was clearly an attempted correction of the first, and only this second utterance was scored.

Responses involving copula and auxiliary is were also scored as to the form of the auxiliary (full or contracted) used. (DO and CAN do not occur in contracted form, whilst the contracted form ‘re was deemed not to be reliably distinguishable from the full form are)

A representative sample (approximately 10% of the data) was also transcribed and classified by an independent researcher, blind to the hypotheses under investigation. Agreement between the two coders with respect to the response category assigned to each utterance was 96% (Kappa= 0.93). In no case did one coder class a response scored as an uninversion error by the other coder as a correct question, or vice versa. 

3.0 Results and Discussion

Table 3.3 shows, for each elicited question, the proportion that were scored as uninversion errors (M=16%), correct questions (68%), errors of 
	Table 3.3 

Proportion of Correct and Erroneous Questions by Wh- Operator + Auxiliary + Number Combination, and Corresponding Standard Deviations



	
	
	
	
	Correct questions
	Uninversion errors
	Double

auxiliary
	Auxiliary omission
	Other

error

	Wh
	AUX    No.
	Question (in uninverted form)
	M
	SD
	M
	SD
	M
	SD
	M
	SD
	M
	SD

	What
	C. BE
	1
	what she is? 
	0.29
	0.46
	0.57
	0.50
	0.11
	0.31
	0.00
	0.00
	0.04
	0.19

	What
	C. BE
	3
	what they are?
	0.39
	0.50
	0.32
	0.48
	0.21
	0.42
	0.00
	0.00
	0.07
	0.26

	What
	A. BE
	1
	what she is drinking ?
	0.82
	0.39
	0.11
	0.31
	0.00
	0.00
	0.04
	0.19
	0.04
	0.19

	What
	A. BE
	3
	what they are drinking?
	0.71
	0.46
	0.04
	0.19
	0.04
	0.19
	0.04
	0.19
	0.18
	0.42

	What
	DO
	1
	what she does want ?
	0.71
	0.46
	0.07
	0.26
	0.14
	0.36
	0.00
	0.00
	0.07
	0.26

	What
	DO
	3
	what they do want?
	0.39
	0.50
	0.25
	0.44
	0.29
	0.46
	0.00
	0.00
	0.07
	0.26

	What
	CAN
	1
	what she can draw ? 
	0.89
	0.31
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	What
	CAN
	3
	what they can draw?
	0.89
	0.31
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Who
	C. BE
	1
	who she is?
	0.39
	0.50
	0.50
	0.51
	0.04
	0.19
	0.00
	0.00
	0.07
	0.26

	Who
	C. BE
	3
	who they are?
	0.21
	0.42
	0.25
	0.44
	0.39
	0.50
	0.00
	0.00
	0.14
	0.36

	Who
	A. BE
	1
	who she is touching?
	0.86
	0.36
	0.14
	0.36
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Who
	A. BE
	3
	who they are touching?
	0.86
	0.36
	0.04
	0.19
	0.04
	0.19
	0.04
	0.19
	0.04
	0.19

	Who
	DO
	1
	who she does like?
	0.64
	0.49
	0.14
	0.36
	0.14
	0.36
	0.00
	0.00
	0.07
	0.26

	Who
	DO
	3
	who they do like?
	0.50
	0.51
	0.36
	0.49
	0.07
	0.26
	0.04
	0.19
	0.04
	0.19

	Who
	CAN
	1
	who she can see?
	0.89
	0.31
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Who
	CAN
	3
	who they can see?
	0.89
	0.31
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	How
	C. BE
	1
	how she is?
	0.29
	0.46
	0.50
	0.51
	0.11
	0.31
	0.00
	0.00
	0.11
	0.31

	How
	C. BE
	3
	how they are?
	0.25
	0.44
	0.32
	0.48
	0.32
	0.48
	0.00
	0.00
	0.11
	0.31

	How
	A. BE
	1
	how she is eating the cake?
	0.79
	0.42
	0.11
	0.31
	0.04
	0.19
	0.04
	0.19
	0.04
	0.19

	How
	A. BE
	3
	how they are eating the cake?
	0.64
	0.49
	0.11
	0.31
	0.00
	0.00
	0.14
	0.36
	0.11
	0.31

	How
	DO
	1
	how she does kick the ball?
	0.71
	0.46
	0.14
	0.36
	0.11
	0.31
	0.04
	0.19
	0.00
	0.00

	How
	DO
	3
	how they do kick the ball?
	0.75
	0.44
	0.11
	0.31
	0.07
	0.26
	0.00
	0.00
	0.07
	0.26

	How
	CAN
	1
	how she can reach the cup?
	0.89
	0.31
	0.04
	0.19
	0.00
	0.00
	0.00
	0.00
	0.07
	0.26

	How
	CAN
	3
	how they can reach the cup?
	0.86
	0.36
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.04
	0.19

	Why
	C. BE
	1
	why she is sad?
	0.86
	0.36
	0.11
	0.31
	0.04
	0.19
	0.00
	0.00
	0.00
	0.00

	Why
	C. BE
	3
	why they are sad?
	0.86
	0.36
	0.00
	0.00
	0.04
	0.19
	0.04
	0.19
	0.07
	0.26

	Why
	A. BE
	1
	why she is pushing the car?
	0.96
	0.19
	0.04
	0.19
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00

	Why
	A. BE
	3
	why they are pushing the car?
	0.68
	0.48
	0.04
	0.19
	0.00
	0.00
	0.14
	0.36
	0.14
	0.39

	Why
	DO
	1
	why she does like the bear?
	0.75
	0.44
	0.07
	0.26
	0.14
	0.36
	0.00
	0.00
	0.04
	0.19

	Why
	DO
	3
	why they do like the bear?
	0.57
	0.50
	0.11
	0.31
	0.21
	0.42
	0.04
	0.19
	0.07
	0.26

	Why
	CAN
	1
	why she can hear the frog?
	0.82
	0.39
	0.07
	0.26
	0.04
	0.19
	0.00
	0.00
	0.07
	0.26

	Why
	CAN
	3
	why they can hear the frog?
	0.86
	0.36
	0.11
	0.31
	0.00
	0.00
	0.00
	0.00
	0.04
	0.19

	
	
	
	TOTAL
	0.68
	
	0.16
	
	0.08
	
	0.02
	
	0.06
	


auxiliary doubling (8%) and omission (2%), and other errors (6%). Although all statistical analyses were conducted on raw data, for clarity proportional data are presented here. The two are equivalent since every child provided exactly one response for each combination, with no missing data (no child produced more than one response per trial, and null responses were classified as other error). Thus proportions shown refer to the proportion of children making each particular response. 

 As a preliminary analysis, the data were entered into a 4x4x2x4 mixed ANOVA with wh- operator, auxiliary, and number as within-subjects variables, and presentation schedule as a between-subjects variable. This revealed that the variable of presentation schedule was not associated with any main effects or interactions. All subsequent analyses were therefore conducted using 4x4x2 repeated measures ANOVAs. All post hoc tests adopted a significance level of p<0.01, chosen to correct for familywise error, whilst being maximally generous to the generativist theories which predict differences between different levels of particular independent variables.
3.1 Uninversion errors

Since the present study is concerned with the acquisition of non-subject wh- questions as a test of movement-based accounts of language acquisition, the primary analysis focuses on uninversion errors, whose status is clear under such accounts (the auxiliary has not raised to the specifier position of C’ and remains in its original position within IP)
. 
A 4x4x2 ANOVA conducted for uninversion errors yielded significant main effects of wh- operator (F3,27=9.49, p<0.001, partial η2=0.26) and auxiliary (F3,27=13.55, p<0.001, partial η2=0.33) and significant interactions of wh- operator by auxiliary (F9,27=4.48, p<0.001, partial η2=0.14) and auxiliary by number (F3,27=9.29, p<0.001, partial η2=0.26). Partial η2 values denote the proportion of total variance accounted for by each factor. It is notable with regard to auxiliary-specific theories that almost one-third of the total variance was accounted for by this variable. In support of Rowland & Pine’s (2000) account, the lexical form of the auxiliary (i.e., the auxiliary x number interaction) accounted for over a quarter of total variance.
3.1.1 Uninversion errors by wh- operator
Figure 3.1 shows the uninversion rates for different wh- operators. Post hoc tests (Scheffe) revealed that uninversion errors occurred at a significantly lower rate for why (M=0.07) than for what (M=0.20, p<0.001), who (M=0.21, p=0.002), or how (M=0.18, p<0.001). None of the other comparisons reached statistical significance.

Thus, it is clear that, contrary to the predictions of De Villiers (1991) the adjunct wh- operators (how and why) were not associated with more uninversion errors than the argument wh- operators (what and who).

Figure 3.1 Uninversion rates (as a proportion of all Reponses) by wh- operator (error bars represent standard error)
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3.1.2 Uninversion errors by auxiliary
Figure 3.2 shows the uninversion rates for different auxiliaries. Post hoc tests (Scheffe) revealed that copula BE was associated with a significantly higher uninversion rate (M=0.32) than auxiliaries BE (M=0.08, p<0.001) and DO (M=0.16, p=0.001) and modal CAN (M=0.09, p<0.001). The comparison between auxiliary DO and auxiliary BE (p=0.02) was marginally significant at the adopted level of p=0.01. Neither of the other comparisons reached statistical significance.

Figure 3.2 Uninversion rates (as a proportion of all responses) by auxiliary (error bars represent standard error)
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As predicted by Stromswold (1990) and Santelmann et al. (2002) Copula BE and auxiliary DO were associated with higher uninversion rates than auxiliary BE and modal CAN (although the difference between DO and Can did not reach statistical significance). This finding counts against the theories of De Villiers (1991) and Valian et al. (1992), under which uninversion errors are argued to pattern by wh- operator, but not by auxiliary.

3.1.3 Uninversion errors by wh- operator + auxiliary combination
Figure 3.3 illustrates the wh- operator by auxiliary interaction. Post hoc tests (Scheffe) were used to compare uninversion rates for each of the different wh- operator + auxiliary combinations. Comparisons that reached statistical significance (at p<0.01) are shown in Table 3.4. 

Figure 3.3 Uninversion rates (as a proportion of all responses) for each wh- operator + auxiliary combination (error bars represent standard error).
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	Table 3.4 

Significantly Different Uninversion Rates for Particular Wh- Operator + Auxiliary Combinations



	Wh- + AUX combination
	Uninversion rate
	Wh- + AUX combination
	Uninversion rate
	Comparison

p value

	What + COP BE
	0.45
	Why + COP BE
	0.05
	<0.001

	Who + COP BE
	0.38
	Why + COP BE
	0.05
	<0.001

	How + COP BE
	0.41
	Why + COP BE
	0.05
	<0.001

	What + COP BE
	0.45
	What + AUX BE
	0.07
	<0.001

	What + COP BE
	0.45
	What + DO
	0.16
	0.003

	What + COP BE
	0.45
	What + CAN
	0.11
	0.001

	Who + COP BE
	0.38
	Who + AUX BE
	0.09
	0.001

	Who + COP BE
	0.38
	Who + CAN
	0.11
	0.002

	Who + AUX BE
	0.09
	Who + DO
	0.25
	0.01

	How + COP BE
	0.41
	How + AUX BE
	0.11
	<0.001

	How + COP BE
	0.41
	How + DO
	0.13
	0.002

	How + COP BE
	0.41
	How + CAN
	0.07
	<0.001


Only two accounts predict the occurrence of interactions in the data. Stromswold (1990) argues that copula BE and auxiliary DO will attract high rates of uninversion error, and that adjunct wh- operators will be associated with higher levels of uninversion that argument wh- operators. Thus her account predicts that the highest levels of uninversion error will be observed for why + copula BE, how + copula BE, why + auxiliary DO and how + auxiliary DO. In fact, with the exception of how + copula BE, these combinations were associated with some of the lowest uninversion rates observed for the study. Rowland & Pine’s (2000) account also predicts the occurrence of interactions, since children are argued to acquire particular wh- operator + auxiliary combinations from the input. The prediction of this account, that children will make the fewest errors for combinations that occur with high frequency in the input, is considered in Section 3.2.6.

 3.1.4 Uninversion errors by lexical auxiliary subtype
Further post hoc tests (Scheffe) were used to compare uninversion rates for each of the different lexical auxiliary forms (i.e., the eight auxiliary + number combinations). These data are shown in Figure 3.4, with statistically significant comparisons shown in Table 3.5.

Figure 3.4. Uninversion rates (as a proportion of all responses) for each lexical auxiliary form (auxiliary + number combination) (error bars represent standard error)
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	Table 3.5

Significantly Different Uninversion Rates for Particular Lexical Auxiliary Forms (auxiliary + number combinations)


	AUX + Number (form)
	Uninversion rate
	AUX + Number (form)
	Uninversion rate
	Comparison

p value

	COP BE + 3sg (is)
	0.42
	AUX BE + 3sg (is)
	0.10
	<0.001

	COP BE + 3sg (is)
	0.42
	DO + 3sg (does)
	0.11
	<0.001

	COP BE + 3sg (is)
	0.42
	CAN + 3sg (can)
	0.08
	<0.001

	COP BE + 3pl (are)
	0.22
	AUX BE + 3pl (are)
	0.05
	<0.001

	AUX BE + 3pl (are)
	0.05
	DO + 3pl (do)
	0.21
	0.002

	COP BE + 3sg (is)
	0.42
	COP BE + 3pl (are)
	0.05
	0.001


Under all the generativist accounts considered here, movement rules operate on categorical variables such as SUBJECT and AUXILIARY, and not on individual lexical auxiliary subtypes. Thus the finding of significantly different uninversion rates for different lexical subtypes of the same auxiliary (copula is vs copula are; see bottom row of Table 3.5) is incompatible with all the accounts considered here, with the exception of that of Rowland and Pine (2000). Uninversion errors can pattern by lexical auxiliary subtype under this account, as children are predicted to produce uninversion errors for lexical auxiliaries for which they have not acquired a lexical wh- operator + auxiliary chunk. 

3.2 Correct questions

Each of the theories evaluated here also makes predictions with regard to the items that will most frequently occur in inverted, correctly formed non-subject wh- questions. Furthermore, since auxiliary omission and unclassified errors make up only 8% of the data between them, an analysis of correct wh- questions is largely equivalent to (the inverse of) an error analysis where both error types that evidence some kind of difficulty with subject-auxiliary inversion – uninversions and double-auxiliary errors – are combined. 

 
A 4x4x2 ANOVA conducted for correct non-subject wh- questions yielded significant main effects of wh- operator (F3,27=11.91, p<0.001, partial η2=0.31), auxiliary (F3,27=24.22, p<0.001, partial η2=0.47) and number (F1,27=4.17, p=0.05, partial η2=0.13). The ANOVA also yielded a wh- operator by auxiliary interaction (F9,27=10.81, p<0.001, partial η2=0.29) and a three-way wh- operator by auxiliary by number interaction (F9,27=2.14, p=0.03, partial η2=0.07).

3.2.1 Correct questions by wh- operator

Figure 3.5 shows the correct question rates for the different wh- operators. Post hoc tests (Sheffe) revealed that a greater proportion of correct questions were produced for why (M=0.79) than for what (M=0.64), who (M=0.66), or how (M=0.65; all p<0.001), which did not differ significantly. Thus it is again clear that De Villiers’ (1991) prediction that the adjunct wh- operators (how and why) should be associated with the fewest correctly formed questions was not supported by the data.

Figure 3.5. Correct questions (as a proportion of all responses) by wh- operator (error bars represent standard error)
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3.2.2 Correct questions by auxiliary
Figure 3.6 shows the correct question rates for the different auxiliaries. Post hoc tests (Scheffe) revealed that every comparison illustrated reached statistical significance at p<0.01, with the exception of that between auxiliary BE and modal CAN. As predicted by Stromswold (1990) and Santelmann et al. (2002), children did indeed produce fewest correctly inverted questions for the idiosyncratic items copula BE and auxiliary DO. 

Figure 3.6. Correct questions (as a proportion of all responses) by auxiliary (error bars represent standard error)

[image: image6.emf]0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

COP BE AUX BE DO CAN


3.2.3 Correct questions by number

The observed main effect of number indicated that a significantly greater proportion of questions using the third person singular form (M=0.72) than the third person plural form (M=0.65) were correctly formed. This finding counts strongly against all the generativist accounts, under which non-subject wh- questions are formed by an inversion rule operating on the categorical variable of AUX. There is simply no role in any generativist account for the lexical identity of the auxiliary, provided that the child knows the form in question. 

It would not seem unreasonable to assume that questions incorporating the 3sg form of the auxiliary are more frequent than those which use the 3pl form in child directed speech (and, indeed, in adult-adult speech). If this is the case, then the theory of Rowland and Pine (2000) actually predicts this effect. Under this account, children are predicted to produce the most correct questions for wh- operator + lexical auxiliary combinations that are highly frequent in the input. If, as would seem likely, 3sg auxiliary forms are more common than 3pl forms in the input, then this prediction naturally falls out of Rowland and Pine’s account, as the most common auxiliary forms will be the most likely to appear in highly frequent wh- operator + lexical auxiliary combinations. 

3.2.4 Correct questions by wh- operator + auxiliary combination
Figure 3.7 illustrates the wh- operator by auxiliary interaction. Post hoc tests (Scheffe) were used to compare correct question rates for each of the different wh- operator+auxiliary combinations. Comparisons that reached statistical significance are shown in Table 3.6.

Figure 3.7 Correct questions (as a proportion of all responses) by wh- operator + auxiliary combination (error bars represent standard error)
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	Table 3.6 

Significantly Different Rates of Correct Question Production for Particular Wh- Operator + Auxiliary Combinations



	Wh- + AUX combination
	Correct 

questions
	AUX + Number (form)
	Correct questions
	Comparison

p value

	What + COP BE
	0.34
	Why + COP BE
	0.86
	<0.001

	Who + COP BE
	0.30
	Why + COP BE
	0.86
	<0.001

	How + COP BE
	0.27
	Why + COP BE
	0.86
	<0.001

	What + DO
	0.55
	How + DO
	0.73
	0.002

	Who + DO
	0.55
	How + DO
	0.73
	0.01

	What + COP BE
	0.34
	What + AUX BE
	0.77
	<0.001

	What + COP BE
	0.34
	What + CAN
	0.89
	<0.001

	What + AUX BE
	0.77
	What + DO
	0.55
	0.01

	What + DO
	0.55
	What + CAN
	0.89
	<0.001

	Who + COP BE
	0.30
	Who + AUX BE
	0.86
	<0.001

	Who + COP BE
	0.30
	Who + DO
	0.57
	0.001

	Who + COP BE
	0.39
	Who + CAN
	0.89
	<0.001

	Who + AUX BE
	0.86
	Who + DO
	0.57
	0.01

	Who + DO
	0.57
	Who + CAN
	0.89
	<0.001

	How + COP BE
	0.27
	How + AUX BE
	0.71
	<0.001

	How + COP BE
	0.27
	How + DO
	0.73
	<0.001

	How + COP BE
	0.27
	How + CAN
	0.88
	<0.001


As for uninversion errors, Stromswold (1990) is the only generativist theory which predicts the occurrence of any interactions. As we have seen, the predictions of this account with regard to the wh- operator + auxiliary combinations that will be associated with high and low uninversion rates are not supported by the data. Thus the existence of this interaction is problematic for all generativist accounts. 

3.2.5 Correct questions by wh- operator + lexical auxiliary subtype combination (i.e., by wh- operator x auxiliary x number) 
Table 3.3 shows the mean proportion of correct responses for each wh- operator by auxiliary by number combination (i.e., by each different question type elicited). Post hoc tests (Scheffe) were used to compare correct question rates for each particular question type. Comparisons that reached statistical significance are shown in Table 3.7.

	Table 3.7 

Significantly Different Rates of Correct Question Production for Individual Wh- Operator + Lexical Auxiliary Forms (i.e., w- operator + auxiliary +number combinations)



	Wh- + lexical AUX 

combination (form)
	Correct

quest.
	Wh- + lexical AUX 

combination (form)
	Correct

quest.
	Comparison

p value

	What + COP BE + 3sg (What is?)
	0.29
	Why + COP BE + 3sg (Why is?)
	0.86
	<0.001

	Who + COP BE + 3sg (Who is?)
	0.39
	Why + COP BE + 3sg (Why is?)
	0.86
	<0.001

	How + COP BE + 3sg (How is?)
	0.29
	Why + COP BE + 3sg (Why is?)
	0.86
	<0.001

	What + COP BE + 3pl (What are?)
	0.39
	Why + COP BE + 3pl (Why are?)
	0.86
	0.001

	Who + COP BE + 3pl (Who are?)
	0.21
	Why + COP BE + 3sg (Why are?)
	0.86
	<0.01

	How + COP BE + 3pl (How are?)
	0.25
	Why + COP BE + 3pl (Why are?)
	0.86
	<0.001

	What + DO + 3pl (What do?)
	0.39
	How + DO + 3pl (How do?)
	0.75
	0.001

	Who + DO + 3pl (Who do?)
	0.50
	How + DO + 3pl (How do?)
	0.75
	0.006

	What + COP BE + 3sg (What is?)
	0.29
	What + AUX BE + 3sg (What is?)
	0.39
	<0.001

	What + COP BE + 3sg (What is?)
	0.29
	What + DO + 3sg (What does?)
	0.71
	<0.001

	What + COP BE + 3sg (What is?)
	0.29
	What + CAN + 3sg (What can?)
	0.89
	<0.001

	What + COP BE + 3pl (What are?)
	0.39
	What + AUX BE + 3pl (What are?)
	0.71
	0.004

	What + COP BE + 3pl (What are?)
	0.39
	What + CAN + 3pl (What can?)
	0.89
	<0.001

	What + AUX BE + 3pl (What are?)
	0.71
	What + DO + 3pl (What do?)
	0.39
	0.01

	What + DO + 3pl (What do?)
	0.39
	What + CAN + 3pl (What can?)
	0.89
	<0.001

	Who + COP BE + 3sg (Who is?)
	0.39
	Who + AUX BE + 3sg (Who is?)
	0.86
	<0.001

	Who + COP BE + 3sg (Who is?)
	0.39
	Who + CAN + 3sg (Who can?)
	0.89
	<0.001

	Who + DO + 3sg (Who does?)
	0.64
	Who + CAN + 3sg (Who can?)
	0.89
	0.006

	Who + COP BE + 3pl (Who are?)
	0.21
	Who + AUX BE + 3pl (Who are?)
	0.86
	<0.001

	Who + COP BE + 3pl (Who are?)
	0.21
	Who + DO + 3pl (Who do?)
	0.50
	0.009

	Who + COP BE + 3pl (Who are?)
	0.21
	Who + CAN + 3pl (Who can?)
	0.89
	<0.001

	Who + AUX BE + 3pl (Who are?)
	0.86
	Who + DO + 3pl (Who do?)
	0.50
	0.002

	Who + DO + 3pl (Who do?)
	0.50
	Who + CAN + 3pl (Who can?)
	0.89
	<0.001

	How + COP BE + 3sg (How is?)
	0.29
	How + AUX BE + 3sg (How is?)
	0.79
	<0.001

	How + COP BE + 3sg (How is?)
	0.29
	How + DO + 3sg (How does?)
	0.71
	0.001

	How + COP BE + 3sg (How is?)
	0.29
	How + CAN + 3sg (How can?)
	0.89
	<0.001

	How + COP BE + 3pl (How are?)
	0.25
	How + AUX BE + 3pl (How are?)
	0.64
	0.001

	How + COP BE + 3pl (How are?)
	0.25
	How + DO + 3pl (How do?)
	0.75
	<0.001

	How + COP BE + 3pl (How are?)
	0.25
	How + CAN + 3pl (How can?)
	0.86
	<0.001

	Why + AUX BE + 3sg (Why is?)
	0.96
	Why + DO + 3sg (Why does?)
	0.75
	0.01

	What + DO + 3sg (What does?)
	0.71
	What + DO + 3pl (What do?)
	0.39
	0.01

	Why + AUX BE + 3sg (Why is?)
	0.96
	Why + AUX BE + 3pl (Why are?)
	0.68
	0.003


Note that the most interesting comparisons, for our purpose here, are the final two shown in Table 3.7, as these show that correct questions, for auxiliaries BE and DO, pattern according to the lexical subtype of the auxiliary, when the auxiliary type and wh- operator are held constant.

Since any one particular combination of wh- operator, auxiliary verb and number is equivalent to a wh- operator + lexical auxiliary combination, this three way interaction is predicted by the account of Rowland and Pine (2000):

Correct questions will be produced only when the child has leant a wh-word + [lexical- BA] auxiliary marker around which to base her question frame (Rowland & Pine, 2000: 164)

This interaction is extremely problematic for the generativist accounts under investigation. With the exception of Stromswold (1990), whose predictions run in the opposite direction to the data, none of the generativist accounts considered here can explain an interaction between even two of the independent variables, let alone three. 

Again, it is important to stress that generativist models, by their very nature, rule out a role for the lexical subtype of the auxiliary. Thus the finding that what does she want? and why is she pushing the car? were produced correctly significantly more often than what do they want? and why are they pushing the car? respectively is completely incompatible with a movement-based account. 

3.2.6 Correct questions and the role of input frequency

It has been argued that the pattern of errors observed, with different error and correct question rates observed for different wh- operator + lexical auxiliary combinations, is compatible only with the theory of Rowland and Pine (2000). However, to successfully account for the pattern observed, Rowland and Pine’s model must predict which specific combinations will be associated with high and low rates of uninversion and inversion respectively. In fact, Rowland and Pine (2000) do predict that “the wh-word + auxiliary combinations that the child uses in inverted wh- questions will be of significantly higher frequency in the child’s input than the wh-word + auxiliary combinations that the child fails to use” (p.165). Although input data for the children who took part in this experimental study are not available, it is possible to test this prediction by looking at the data from other caregivers (on the assumption that, due, to both the lexical frequency statistics of English and the characteristics of the discourse situation, different caregivers use similar language when talking to their children). 


As a final analysis, then, the frequency of each wh- operator + lexical auxiliary combination in the input data of an appropriate corpus was compared to the rate of correct question production for the current study. The corpus chosen was a subset of the Manchester corpus (see Theakston et al., 2001, for details), consisting of the final 5 recordings for each of the 12 children studied (ages 2;3-3;0). A relatively small subset of the corpus was used, as the mothers concerned produced wh- questions in extremely high numbers (about 1,000 just for the 32 combinations under investigation in this subcorpus). This corpus was deemed the most suitable available, as the families investigated were of similar socioeconomic status to, and many lived in the same city as, the families of the children who participated in the experimental study. 


All non-child (i.e., parental or investigator) utterances morphologically tagged as wh:pro or wh: adv and ending in a question mark were extracted from the corpus. These utterances were then searched by hand, for each of the wh- operator + lexical auxiliary combinations that were elicited in the experimental study. For combinations involving copula or auxiliary is, those using full (e.g., what is…) and contracted forms (e.g., what’s…) were counted separately. Full and contracted forms of copula/auxiliary are (e.g. what are… vs what’re…) and auxiliary do (e.g. “Where does this square one go?” vs “Where-‘does this fit?“, both from Anne’s data) are distinguished in the corpus, but were not counted separately for the purposes of the present investigation. This was because full and contracted forms of these auxiliaries were not counted separately in the experimental study, as they proved impossible to distinguish in many cases (perhaps casting some doubt on the reliability of the distinction in the corpus data). Combinations were counted on a purely lexical basis and solely over wh- operator and auxiliary. For example, no distinction was made between “what are you doing?” and “what are they doing?”, both would be counted simply as exemplars of what are (AUX). Consequently, only one frequency count appears for each combination using can, since the 3sg and 3pl forms are homophonous.

Table 3.8 shows, for each of the different wh- operator + lexical auxiliary combinations under investigation, the frequency of the combination in the input data of the naturalistic corpus, and the number of correct and uninverted responses given for each combination in the experimental study. 

Rowland and Pine’s (2000) theory predicts that there will be a positive relationship between the frequency of a particular wh- operator + lexical auxiliary combination in the input, and the number of correct questions produced for that particular combination in the elicited production study. In 
	Table 3.8

Frequency of Each Wh- Operator + Lexical Auxiliary Combination in the Sample Input Corpus, and Number of Correct Questions and Uninversion Errors for Each Combination in the Experimental Study



	No.
	
	Lexical

Combination
	Corpus input

frequency
	Correct questions
	Uninversion

errors

	1
	
	what is COP
	48
	7
	16

	1
	
	what's COP
	205
	1
	0

	2
	
	what are COP
	17
	11
	9

	3
	
	what is AUX
	11
	16
	2

	3
	
	what's AUX
	71
	7
	1

	4
	
	what are AUX
	185
	20
	0

	5
	
	what does 
	32
	20
	2

	6
	
	what do
	134
	11
	7

	7
	
	what can*
	15
	25
	3

	8
	
	what can*
	15
	25
	3

	9
	
	who is COP
	3
	10
	14

	9
	
	who's COP
	44
	1
	0

	10
	
	who are COP
	13
	6
	7

	11
	
	who is AUX
	0
	15
	2

	11
	
	who's AUX
	26
	9
	2

	12
	
	who are AUX
	5
	24
	1

	13
	
	who does
	1
	18
	4

	14
	
	who do
	11
	14
	10

	15
	
	who can*
	1
	25
	3

	16
	
	who can*
	1
	25
	3

	17
	
	how is COP
	0
	8
	13

	17
	
	how's COP
	14
	0
	1

	18
	
	how are COP
	1
	7
	9

	19
	
	how is AUX
	1
	18
	1

	19
	
	how's AUX
	5
	4
	2

	20
	
	how are AUX
	11
	18
	3

	21
	
	how does
	6
	20
	4

	22
	
	how do
	8
	21
	3

	23
	
	how can*
	4
	25
	1

	24
	
	how can*
	4
	24
	3

	25
	
	why is COP
	7
	24
	2

	25
	
	why's COP
	1
	0
	1

	26
	
	why are COP
	2
	24
	0

	27
	
	why is AUX
	4
	27
	0

	27
	
	why's AUX
	1
	0
	1

	28
	
	why are AUX
	9
	19
	1

	29
	
	why does
	5
	21
	2

	30
	
	why do 
	38
	16
	3

	31
	
	why can*
	0
	23
	2

	32
	
	why can*
	0
	24
	3

	*For each wh- operator + can combination, the first cell corresponds to 3sg and the second to 3pl for the experimental study only. Homophonous forms of auxiliaries corresponding to different person/number were not differentiated in the naturalistic data analysis.


fact, a Pearson’s correlation coefficient calculated for these data revealed only a non significant negative relationship (r= -.26, n.s) (for each combination involving can, the same frequency count was entered in the cells 

corresponding to the 3sg and 3pl forms elicited in the experimental study, since these forms were not differentiated in the frequency count).

Conversely, this theory would also predict a significant negative relationship between the frequency of a particular wh- operator + auxiliary combination in the input and the number of uninversion errors associated with that combination produced experimentally. Again, this prediction was not borne out by the data (r= -.10, n.s.). Similar non-significant correlations were obtained when combinations using contracted forms of is were either excluded from the naturalistic data analysis or collapsed together with full forms (on the basis that, in the majority of cases, contracted forms were not produced during the experimental study). 

Thus, although Rowland and Pine (2000) represents the only theory under consideration that correctly predicts the occurrence of interactions between the variables of wh- operator, auxiliary and number, this theory does not correctly predict which particular combinations of these variables will attract high and low rates of inversion and uninversion.

4.0 General Discussion

4.1 Generativist accounts

It is clear that wh- operator specific approaches (De Villiers, 1991; Valian et al., 1992) cannot explain the pattern of data observed. The auxiliary-specific theories of Stromswold (1990) and Santelmann et al. (2002), however, do enjoy some support. It is clear that, as predicted by these authors, children did have some specific difficulties with the copula BE, and, to a lesser extent with the dummy auxiliary DO. 


In other respects, though, these findings count against the accounts of Stromswold (1990) and Santelmann et al. (2002). The main effects of wh- operator and the wh- operator by auxiliary interactions observed for both uninverted and inverted questions demonstrate that an account which predicts that errors will pattern solely according to auxiliary type cannot predict the pattern of uninversion and inversion observed.  Stromswold’s (1990) account does include a role for the formal properties of the wh- operator but, like the account of De Villiers (1991), incorrectly predicts that adjuncts will display higher levels of uninversion than arguments. 


A more serious problem for all the generativist accounts under consideration is the finding that the particular lexical form of the auxiliary used affected the pattern of uninversion and inversion observed, as evidenced by the main effects and interactions associated with the independent variable of number. It should be clear from the discussion of generativist approaches to language acquisition in Chapter 1 that all generativist accounts (not just those under investigation here) view language as a formal system of rules that operate on categorical variables (e.g., VERB, NOUN, AUX, SUBJECT) as opposed to individual lexical items. In an important sense, this is the whole point of the generativist approach, and lends its theories their characteristic elegance and parsimony. 

As the present chapter shows, generativist theories can build in a role for lexical content to the extent that different lexical items have different formal properties. For example, whilst DO and (auxiliary) BE are both AUXs, they do differ formally (in that BE but not DO is present in the unmoved form). Thus it is legitimate to predict different patterns of uninversion and inversion errors with these verbs (Stromswold, 1990; Santelmann et al., 2002). It would not be legitimate, though, for generativist theories to posit a difference between different forms of the same auxiliary verb (e.g., do/does, is/are) as these are formally identical (each form represents the verb DO/BE with appropriate TNS and AGRs marking as assigned or checked by the relevant functional projections). Yet this pattern is found in the present data. It is difficult to see how it would be possible, in principle, for a generativist, movement-based model to account for the pattern of data observed.

4.2 Constructivist accounts


In contrast, with their claim that “inverted and uninverted wh- questions occur with different populations of wh- word and [lexical- BA] auxiliaries” (p.165), the construction-based theory of Rowland and Pine (2000) in effect predicts the wh- operator by auxiliary by number interaction observed for correctly inverted questions. Contrary to the predictions of Rowland and Pine’s account, the wh- operator + auxiliary combinations that children used in their correct questions were no more frequent in a representative input sample than the combinations that children failed to use. Possible reasons for this will be discussed in detail in Chapter 6. For now, a reasonable conclusion would seem to be that the pattern of uninversion and inversion observed is incompatible with movement-based generativist accounts, but is, in principle, compatible with construction-based accounts, under which children begin to form questions around particular wh- operator + auxiliary combinations which they have learned from their input. It is clear, though, that simple token frequency alone cannot predict which particular combinations will be learned.

4.3 Comparing experimental and naturalistic data

It is interesting to compare the present findings to those from naturalistic data, to investigate the extent to which conclusions drawn from the data collected under one paradigm are supported by the data from the other. Focussing on uninversion errors, Rowland and Pine (2000) performed a longitudinal analysis of the data from Adam (Brown, 1973) between the ages of 2;3 and 4;10. Rowland et al. (in press) conducted a more general analysis using both diary data from an English speaking girl (Lara) aged between 2;6 and 2;10, and a naturalistic data corpus (Theakston et al., 2001).

4.3.1 Wh- operator-specific approaches


With regard to wh- operator specific approaches, the data from Rowland & Pine (2000) follow the opposite pattern to the data from the present study. During the period in which uninversion errors were particularly prevalent (2;11 to 3;8) questions using the adjunct operator why used uninverted word order on no less than 91.7% of occasions (as opposed to 7% in the present study); a significantly greater proportion than for the argument operators what (21%) and where (27%) (who displayed 100% inversion but was produced on only four occasions). Although this finding is in accordance with De Villers’ (1991) adjunct analysis, the other adjunct wh- operator how (15% uninversion) did not attract higher levels of uninversion than what or where. 

The probable reason for the discrepancy between the findings of the present study and that of Rowland and Pine (2000) lies with the fact that the majority of Adam’s uninversion errors with why occurred with negated auxiliaries. (Questions using the combinations why can’t and why don’t constituted roughly half of all uninversion errors with why). In the present study, negated questions were not elicited.  In future experimental research, it would be interesting to elicit such questions to observe whether the pattern matches that observed in the naturalistic data.  

4.3.2 Auxiliary-specific approaches

Rowland et al. (in press) investigated the predictions of auxiliary specific approaches (Stromswold, 1990; Santelmann et al., 2002). The prediction that copula BE would be associated with higher rates of uninversion than auxiliary BE and the modals (supported by the present study) was not borne out by the data. In fact, copula BE showed the lowest uninversion rates of any auxiliary that was produced in significant numbers (i.e., in ten or more questions). Out of almost 500 non-subject wh- questions with copula is, only five were uninverted (copula are was produced only twice). By comparison, auxiliary is and the modals displayed uninversion rates of 2.6% and 23.6% respectively. Again, then, there is a discrepancy between the naturalistic data and experimental findings. The reason for this discrepancy is almost certainly that the vast majority of questions in which the child studied by Rowland et al. (in press) used copula BE were highly formulaic (and possibly rote learned) forms which used the contracted copula (e.g., what’s that?, who’s that?). For example, between 2;6 and 2;7, 42% of Lara’s questions using auxiliary BE were correctly formed. Including contracted forms, 62% of questions using copula BE were correctly formed. If contracted forms are excluded, however, this figure drops to 22%. 

In the present study, the elicitation paradigm used (where the experimenter supplied the uncontracted form of the auxiliary) ensured that, in the majority of cases children supplied uncontracted forms. However, 18% of children’s utterances with auxiliary is and 2% of utterances with copula is used this contracted form (recall that no distinction was made between full 
and contracted forms of are, does or do). Table 3.9 shows, for each question that used a form of copula or auxiliary is, the proportion of utterances in which a child used the contracted form.
	Table 3.9 

Proportion of Utterances Using Contracted Form of Auxiliary is


	
	Correct questions
	Uninversion

errors 
	Double AUX

	What’s she? (COP) 
	0.04
	0
	0

	What’s she drinking? (AUX)
	0.25
	0.04
	0

	Who’s she? (COP)
	0.04
	0
	0

	Who’s she touching? (AUX)
	0.32
	0.07
	0

	How’s she (COP)
	0
	0.04
	0.04

	How’s she eating the cake? (AUX)
	0.14
	0.07
	0

	Why’s she sad? (COP)
	0
	0.04
	0

	Why’s she pushing the car? (AUX)
	0
	0.04
	0


As this table shows, the contracted form of auxiliary is was produced relatively frequently, whilst the contracted form of copula is was almost never used. This is probably because the stress patterns of English are such that for all the copula questions elicited (with the possible exception of Why’s she sad?) stress falls on the copula is, and a stressed element cannot be phonologically reduced. For the questions that use auxiliary is, stress falls on the wh- operator.

It could well be the case, then, that children’s apparent difficulties with copula BE (relative to auxiliary BE) in the present study were exaggerated by the particular questions used. That is, the children studied may have formed chunks such as What’s, and Who’s which could be used for auxiliary is but not copula is questions. Note however, that, as predicted by Stromswold (1990) and Santelmann et al. (2002) copula BE was still associated with more uninversion errors and fewer correctly inverted questions than the modal CAN.

The findings of Rowland et al. (in press) and the present study suggest that uncontracted and contracted verb forms operate quite differently for young language learners. Specifically, it would seem that contracted forms are more apt to be learned as part of a chunk than are full forms, perhaps because contracted wh- operator + auxiliary forms (e.g., what’s) constitute a single phonological unit, whereas uncontracted forms (e.g., what is) do not. In future research, the methodology of the present study could be adapted to encourage the production of contracted forms to see how this influences the pattern of uninversion errors observed. 


Stromswold’s (1990) and Santelmann et al.’s (2002) predictions with respect to the dummy auxiliary DO were supported by both the present study and, to a lesser extent, that of Rowland et al. (in press). The latter study found that, as predicted, universion rates for DO (17%), were significantly higher than for auxiliary is (2.6%). However, contrary to the predictions of Stromswold (1990) and Santelmann et al. (2002), and to the findings of the present study, modals were associated with just as high an uninversion rate (24%) as DO. Rowland et al. (in press) do not present data separately for CAN and other modals. Thus it is possible that the discrepancy between these and the present findings is due to high uninversion rates for modals that were not investigated in the present study (such as might, could and should). 

4.3.3 The constructivist approach
The present study found that more correctly inverted questions were produced with 3sg than 3pl forms. Similarly, Rowland et al. (in press) found that, between the ages of 2;6 and 2;9, questions using copula is were correctly formed significantly more often than those using copula are (though these authors did not distinguish between second and third person forms of are). This difference remained significant between 2;6 and 2;8 even when questions with the contracted copula is were removed as potential rote-learned forms. Thus the finding that is most problematic for generativist approaches - that correct question formation patterns by (amongst other things) lexical auxiliary subtype – is supported by both experimental and naturalistic data. 

4.3.4 Comparing naturalistic and experimental data: Conclusion

Although there are discrepancies between the findings of the present study and investigations conducted using naturalistic data, these are largely potentially attributable to differences in the question forms elicited and scored (particularly with regard to negative questions and those using a contracted copula form). Future experimental work, looking at negated questions and contracted forms, should seek to establish whether this is indeed the case. More importantly, though, in general the findings from naturalistic data support the conclusion of the present study that the account which is potentially the most compatible with the data is the constructivist account under which children acquire particular wh- operator + lexical auxiliary construction schemas from the input.

5.0 Conclusion

The results of the present study suggest that generativist, movement-based accounts cannot account for the pattern of correctly formed and uninverted non-subject wh- questions observed. The main effect for number, and the interactions of wh- operator x auxiliary, auxiliary x number, and wh- operator x auxiliary x number are simply not compatible with theories that explain the formation of wh- questions in terms of the application of rules that are blind to lexical content operating on the categorical variables of SUBJECT and AUX.  Furthermore, the finding that different error rates were associated with different lexical forms of a verb paradigm (the main effect of and interactions associated with number) constitutes evidence against formalist approaches in general. 

In principle, these findings are more compatible with a construction-based account of language acquisition, under which children first acquire lexically specific constructions based around highly frequent markers (e.g., why is she [X]ing Y?), and then later form more abstract constructions. As many authors (e.g., Pine, Lieven and Rowland, 1998) have noted, however, proponents of a construction-based account must explain why the child acquires certain lexically specific combinations but not others. The findings of the present study demonstrate that the simple token frequency of particular lexical patterns in the input is not the whole story, and that researchers must investigate other factors which may potentially influence children’s acquisition of grammatical constructions. The following chapter represents a preliminary attempt to investigate two such factors. 
Chapter 4: Experiments 2 & 3. The Formation of Abstract Syntactic Construction Schemas: An experimental investigation of the effects of temporally distributed input and verb type frequency 

Chapter 2 introduced an account of language acquisition under which children gradually abstract increasingly productive construction schemas from their input (Tomasello, 2003), whilst Chapter 3 reported the results of an experiment which provides support for this construction-based approach. The present chapter discusses two experimental studies which attempt to flesh out some of the detail of this theory by investigating three factors which are hypothesised to influence this construction-abstraction process: (1) the temporal distribution of instantiations of the construction in the input, (2) type frequency of the variable element in the construction and (3) simple token frequency of the construction.

1.0 Experiment 2: Formation of Partially Abstract Construction: Massed vs distributed pairs
1.1 Introduction: The distributed learning effect


There is good reason to suppose that the temporal distribution of substantive instantiations of a particular grammatical construction in the input may affect the formation of construction schemas. As discussed in Chapter 2, Tomasello (2003) argues that construction schemas are formed using general learning procedures of schematization and analogy, that have been shown to apply to non-linguistic material (Piaget, 1952; Markman & Genter, 1993). If, as Tomasello (2003) claims, grammatical constructions are acquired by general learning principles common to many different cognitive and representational domains, then learning phenomena observed in these other domains should apply also to construction learning.  

One such phenomenon from the field of cognitive psychology is the distributed learning or spacing effect: Given a certain number of exposures to a stimulus, or a certain amount of training, learning is always better when exposures or training trials are distributed over several sessions than when they are massed into one session. This finding is extremely robust: Janiszewski, Noel & Sawyer (2003) conducted a meta-analysis of 97 studies which investigated this effect for verbal learning and found a highly significant result. The distributed learning effect was observed for meaningful and meaningless stimuli (real words vs nonce), familiar and novel stimuli, isolated and embedded stimuli (single word alone vs target word in a sentence), verbal and pictoral stimuli, and for simple stimuli (single words), structurally complex stimuli (sentences) and semantically complex stimuli (homographs), using both intentional and incidental learning paradigms, with or without simple or complex intervening material between stimuli, and at many different interval lags ranging from minutes to months, assessed with tests of both recall (both spontaneous and cued) and recognition. It is interesting to note in connection with the general-learning-mechanism theory that Janiszewski et al. (2003) found no statistically significant difference between the effect sizes for structurally complex stimuli (i.e., sentences) and simple stimuli (i.e., words).  The distributed learning effect is not confined to verbal memory, to purely cognitive tasks, or even to humans (see Underwood, 1961; Dempster, 1996 for reviews). For example, the effect has been demonstrated for arithmetic training (Edwards, 1917), for motor skills such as balance and typing (Shea, Lai, Black & Park, 2000) and for conditioned reflexes in honeybees (Menzel, Manz, Menzel & Greggers, 2001).


Although several of the studies cited in Janiszewski et al. (2003) used nonce words as materials, only two studies from the language-acquisition literature have specifically investigated the distributed learning effect for teaching particular kinds of linguistic items to children. First, Schwartz and Terrell (1983) presented children with novel words, on a schedule of either one or two presentations per word per session, over 10 weekly sessions. Schwartz & Terrell (1983) found that children took approximately the same number of sessions (around seven) to learn the novel word, whether that word had been presented once or twice per session. Thus doubling the number of presentations did not facilitate learning when each additional presentation was massed with a temporally contiguous identical presentation. 


Childers & Tomasello (2002) investigated the distributed learning effect for language learning in two-year old children more systematically. Children were taught six novel nouns, six novel verbs (by presenting them in utterances which made clear their grammatical status) or six novel conventional non-linguistic actions (the rationale being to investigate whether, as some researchers (e.g., Waxman & Booth, 2000) have claimed, word learning is somehow privileged over other types of social learning).  Children were given either four or eight presentations of each item, either massed in one session, or distributed over two, three or four sessions at intervals of one day, three days or four days (though not in all possible combinations of these variables). The general finding for nouns and verbs, as assessed by children’s production, was that the optimum presentation schedules were those in which training was distributed over four sessions on different days (with the interval between the days having little effect). Perhaps most dramatic was the finding that, for both nouns and verbs, four presentations on different days were more effective than eight presentations on a single day. The findings of Childers and Tomasello (2002) suggest that word learning, at least for nouns and verbs, has much in common with other types of learning, as it is subject to one extremely widespread learning effect.


All of the demonstrations of the distributed learning effect for verbal material discussed above have used repeated presentation of concrete items. No study to date has investigated this effect for abstract, or partially abstract, stimuli; that is, stimuli such as grammatical constructions which may contain one or more categorical variable (e.g., VERB, NOUN). The experiments reported in this chapter investigate whether the distributed learning effect, which has been observed for both concrete linguistic items and non-linguistic skills, applies also to the learning of a partially abstract syntactic construction.


These experiments are also relevant to the question of whether dual or single process models best characterise language acquisition. Under single process theories (Tomasello, 2003; Bates & Goodman, 2001; Chapter 2) individual lexical items and grammatical constructions are acquired using this single set of general cognitive and learning processes (see also Dabrowska, 2000 on syntactic constructions as big words). Thus effects, such as the distributed learning effect, that apply to word learning (Schwartz & Terrell, 1983; Childers & Tomasello, 2002) should apply equally to construction learning. This approach contrasts with that of dual process (or words and rules) theories (Pinker, 1991; Clahsen, 1999; Chapter 1).  Under this approach, one set of general learning processes (sensitive to effects of frequency, similarity, and so forth) is used to acquire individual lexical items and irregular constructions (e.g., irregular past tense/plural forms or idiomatic constructions), whilst regular constructions (such as regular past tense or plural constructions: [VERB STEM]+ed, [NOUN]+s) are not acquired by means of general learning processes, but are generated online using computational rules which operate on variables that stand for innately specified syntactic categories and/or morphemes. Under the dual-process model there is no reason to suppose that effects observed for word-learning, such as the distributed-learning effect, should apply to grammatical constructions, which depend on a different mechanism (although, of course, the dual process model does not explicitly predict that similar effects could not, in principle, be observed). 

1.1.1 Temporally distributed presentations of instantiations of a grammatical construction: Help or hindrance?


Accounts such as that proposed by Tomasello et al. (2003) would appear to predict an advantage for distributed over massed learning of grammatical constructions, as this is the finding for other linguistic and non-linguistic items, which, it is argued, are subject to the same laws and principles of learning as constructions, since all are acquired using the same general cognitive and learning processes (e.g., imitative learning, statistical/distributional learning, categorization and schematization/analogy). This is termed the distributed advantage hypothesis. It would seem that Tomasello’s (2003) account has to predict that the distributed learning effect, having been shown to apply to word-learning, must apply to construction learning. However, the two types of learning are qualitatively different, because, unlike individual words, constructions are partially abstract, and contain variable elements (e.g., VERB). Furthermore, some experimental investigations of analogy formation in non-linguistic domains have shown an advantage for massed over distributed presentation. For example, in a study conducted by Loewenstein and Genter (2001), three-year-old children attempted to find a hidden toy in a model room (the finding room), having been shown the location of a similar toy in a similar (but perceptually different) room (hiding room 1). Children’s performance on this task improved when they were simply shown a second hiding room, more similar to hiding room 1 than to the finding room, because, according to the authors “comparing examples can facilitate children’s noticing common relational schema” (p.189). In the key study (Experiment 3) children were shown the two hiding rooms either one at a time (distributed presentation) or simultaneously (massed presentation). Children in the massed presentation condition showed an advantage over those in the distributed condition, presumably because simultaneous presentation of the two rooms facilitated the comparison process (see also Kotovsky & Gentner, 1996 for another study with young children and Gentner, Loewenstein and Thompson, 2003 for a comparable finding for adults)

An alternative hypothesis for the present study then (which we term the massed-advantage hypothesis) holds that the acquisition of a partially abstract construction will be facilitated by massed as opposed to distributed presentation, as the relational similarity between the utterances will be more apparent when those utterances are temporally contiguous than when they are more widely distributed in time. 


A third hypothesis is that the optimum presentation schedule is one which involves distributed presentation of pairs of utterances that instantiate the target construction (the distributed pairs-advantage hypothesis). Gentner (personal communication) argues that this schedule combines the advantages of massed and distributed presentation as the presentation of two instantiations of the construction together “will help [the child] extract and encode the relation…and having those pairs spaced will help him consolidate future access to that relation”. 


In order to discriminate between these three hypotheses, in Experiments 2 and 3, 3-5 year old children were presented with 10 different instantiations of the highly infrequent object cleft construction (It was the [OBJECT] that the [SUBJECT] [VERB]ed
) all at once (massed) or on a schedule of one pair per day for five days (distributed pairs) or (in Experiment 3 only) of a single instantiation per day for 10 days (distributed). Note that this construction is partially abstract (schematic) and partially concrete (substantive). In the particular formation used in the experiment, only the nouns and the verb vary, and the morphological –ed marker is often present on the verb (see footnote 1). However, this construction is considerably more complex than a low-level, lexically specific schema (such as I’m [X]ing it) as it has three abstract slots (OBJECT, SUBJECT and VERB). The process which children will use to form this construction, is then, something in between schematization and analogy. Note, however, that many common constructions which children must acquire (such as the prepositional dative, [NP1] [VERB] [NP2] to [NP3], and the by passive, [NP1] [AUX] [VERB] by [NP2]) also share this partially-schematic, partially-substantive nature.


Children’s learning of this construction was then assessed using an elicited production test, in which they were required to use this construction with a verb that was not presented in this construction during training. Experiment 2 was designed to compare the massed-advantage and distributed pairs-advantage hypotheses for construction learning.

1.2. Method

1.2.1. Participants
Participants were 24 children aged 3;6-4;6 (M=4;2) and 24 children aged 4:10-5:10 (M=5;3) consisting of an approximately equal number of males and females. All participants had English as their first language and attended primary schools in Manchester, England. In total, 86 children were tested, of whom 38 were subsequently excluded for failing to complete the warm up session (10 children), displaying uncooperative behavior having begun the study (5 children), failing to repeat at least four target utterances, having begun the study (12 children), or absence (11 children)
1.2.2 Materials

Over the course of the study, five different animal puppets performed actions on 10 familiar inanimate objects (such as a cup, a tree and a cake). During the training and test session the experimenter used 14 monosyllabic, transitive, English verbs to describe the various actions performed by the animals on the objects (bite, hold, touch, take, punch, hide, choose, grab, rub, pull, move, kick, drop, and find). The verbs used were selected as the 14 most frequent monosyllabic, transitive verbs from the spoken-texts section of the British National Corpus that could easily be performed by the puppet characters on inanimate objects
 (verbs and frequencies can be found in Appendix B).

The construction chosen for this investigation was the past tense object cleft construction It was the [OBJECT] that the [SUBJECT] [VERBed] as instantiated by such sentences as It was the cup that the frog took. This construction was chosen for three reasons. Firstly, the construction is relatively complex and infrequent and, as such, is unlikely to be previously known to young language-learners. Secondly, the construction does not conform to canonical English word order. Thus children are less likely to revert to a canonical SVO construction (such as a simple transitive), when attempting to copy or produce this construction, than they would be for constructions that conformed to SVO ordering (such as the subject cleft construction: it was the frog that took the cup).  Finally, the object cleft construction has the pragmatic function of drawing attention to the patient of a transitive action. Thus it was relatively easy to construct an experimental scenario where the use of this construction was natural and pragmatically felicitous. 

1.2.3 Design and procedure

In a warm-up session, children were introduced to the two experimenters (E1 and E2) and invited to name the animal puppets and objects to be used in the study, which the vast majority were easily able to do. As well as serving as a warm-up, this ensured that all children knew the names of the animals and objects before the start of the experiment. Children were then asked to repeat five intransitive utterances (presented by E2), each of which included one of the animal characters as the subject (e.g., the duck is flying, the bear is sleeping). This was to introduce the children to the procedure of the training section of the experiment, where they would be required to repeat utterances presented by E2, but not E1. Ten children were excluded for being unable or unwilling to name the characters, or to repeat E2’s intransitive utterances.

Each child then participated in 10 training trials, each consisting of one exposure to the past tense object cleft construction schema It was the [OBJECT] that the [SUBJECT] [VERBed] (with the sentence repeated). The verb, the subject (agent), the patient object and a distracter object were always selected at random by computer, with the stipulation that each verb could appear only once, each agent twice, and each object twice (once as a patient, and once as a distracter object).  In each of the 10 trials the sentence was presented twice for one enactment of a single event (with a subsequent repetition elicited from the child). The schedule on which the 10 training trials were presented was manipulated as a between-subjects variable. Trials were presented either all in one session with one following another immediately (massed condition), or on a schedule of two trials per day, presented consecutively, for five consecutive days (distributed pairs condition). 

For all children, for each training trial, the procedure was as follows: The experimenter (E1) selected the appropriate animal puppet and two objects: the patient object and the distracter object. E1 then made the puppet perform the appropriate action on the patient object, whilst describing the action performed using a simple transitive sentence in the past tense (such as the frog took the ball). However, E1 always (apparently mistakenly) named not the actual patient object, but the distracter object. A confederate (E2) then corrected the experimenter, always using a past tense object cleft construction (no, it was the cup that the frog took!). E2 then repeated this utterance to give the two sentences constituting one training trial for the utterance type, and invited the child to repeat the utterance. The procedure for each of the ten trials is summarised in the following example.

E1:
(Produces frog, cup, ball; frog takes cup) The frog took the ball.

E2:
No, it was the cup that the frog took. It was the cup that the frog took.

C:
It was the cup that the frog took.

For the children in the distributed pairs condition, the experimenters took care not to present any material not presented to the children in the massed condition, or to spend any additional time with these children. That is, the experimenters did not re-introduce the characters or toys for each session, and gave only extremely minimal instructions (such “remember what we do here”) where necessary.

Children generally quickly learned to repeat E2’s utterance with minimal or no prompting. For all except the first trial, children were prompted once only to repeat E2’s utterance if they did not do so spontaneously. For the first trial, E2 repeated the correct object cleft utterance as many times as was necessary to elicit a successful repetition, up to a maximum of five times. Children’s attempts at repetition during training were recorded and scored according to the same criteria used for utterances produced during the test session, as outlined below. 

An elicited production test session was presented immediately after the end of the training phase (i.e., on Day 5 for the distributed pairs group, and on the one and only day for the massed group). The rationale of the test was to investigate the extent to which children had acquired a productive, partially abstract object cleft construction by assessing their ability to use a verb not presented during training in this construction.

Immediately after the final training trial, E1 introduced the test session saying “now we’re going to do some more, but this time E2 isn’t going to tell me if I get it wrong, because I want you to tell me.  But I want you to tell me exactly like E2 would, try and say it exactly like E2”. E1 then followed the same procedure as for the verbs in the training session, using four verbs not used during training (move, kick, drop, and find) with the child attempting to provide a correction for each of the experimenter’s four erroneous SVO utterances. All children readily understood the game and attempted to provide a correction at the relevant point. As during training, the order of presentation of the four verbs, and the selection of agent subjects and patient and distracter objects was randomised.

1.2.4 Scoring 

In the course of the test phase, four utterances were elicited from each child. However, every utterance produced by each child in this phase was recorded and included in the analysis (in practice, almost every child in both this study and Experiment 3 produced four utterances, with only a handful producing five or six). Retraced part-utterances were not counted. For example the utterance it was <the frog uh> [//] the cup that the frog bit would be classified as a target object cleft utterance. Using the scoring criteria shown in Appendix C, every utterance that used a target object cleft cleft construction, or one of four non-target-constructions, was classified into one of the following mutually exclusive categories.

· Target object cleft: it was the cup that the frog took 

· Object clause: it was the cup, 

· Subject cleft: it was the [SUBJECT] that [VERBed] the [OBJECT]  

· Transitive: [SUBJECT] [VERB] [OBJECT]  

· Agent-patient error: Swap or duplication of subject and/or object (e.g., it was the frog that the cup took or it was the frog that the frog took)

If, for a given trial, a child gave no response, or a response that did not fit into any of these categories, the trial was scored as other. This procedure was designed to avoid large numbers of irrelevant utterances entering into the analysis, whilst ensuring that a minimum of four data points were recorded for each child. 

Utterances in which a child substituted particular items for different but semantically appropriate items from the same syntactic category were scored as if no such substitution had occurred (see Appendix C for permitted substitutions). For example an utterance such as that’s a cup what he dropped would be scored as a correct form of the target utterance it was the cup that the frog dropped since the substitutions of that for it (demonstratives), is for was (forms of BE), a for the (articles) what for that (complementizers), and he for the frog  (NPs) still result in a grammatical object cleft utterance, and do not affect the underlying syntactic structure of the utterance. The only exception to this was if, in the test session, a child substituted a verb that had been presented in an object cleft construction during training. In this case, the utterance was scored as unclassifiable (other), as it cannot be taken as evidence for the formation of an abstract object cleft construction. Substitutions for verbs not previously presented during the experiment were allowed. Errors of verb agreement and tense were also ignored.  On no occasion did a child substitute the distracter object (or any other object) for the patient object, neither did any child subsititute another animal character for the subject.
One scoring decision that requires clarification is the decision to classify what as a correct complementizer in this construction (for example it was the cup what the frog dropped). This is a reflection of the fact that in the Manchester dialect spoken by the majority of the participants (and in some other dialects of British English) what is the more frequent relative pronoun in this and related constructions. What and that were used with approximately equal frequency overall, with some children using exclusively what for the entire course of the experiment, even though, for much of the study, children were attempting to copy verbatim the experimenter’s utterances in which what never occurred.

Children’s attempts to repeat E2’s utterances during the training phase of the experiment were also recorded and scored according to the same criteria. A few children who had difficulty in producing an appropriate utterance adopted a strategy of “shadowing” E2, copying an utterance at the same time as it was being produced. Such cases were scored as other. In all cases, one experimenter wrote down the child’s utterances, whilst the other interacted with the child. 

1.2.5 Inter-rater reliability

In order to check for inter-rater reliability, test sessions for 20 children (10 each from Experiments 2 and 3) were transcribed and coded by a second coder, blind to the hypotheses under investigation. All non-target responses were collapsed together, so that each response was classified as either a target or non-target response. The overlap between the two coders was 98.8% (Cohen’s Kappa= 0.96, p<0.001). That is, for only one sole utterance did the coders disagree as to whether or not a target object cleft utterance was produced.

1.3 Results

Statistical analyses were conducted on the proportion of each child’s utterances that utilised the target object cleft construction as a function of the total number of utterances produced by that child
. As all analyses were conducted on proportional data, a natural logarithmic transformation (LN(x+1)+1) was applied to the data. This transformation also corrects for heterogeneity of variance, which occurred for some groups on some measures as a result of ceiling effects.

1.3.1 Analysis of target responses

Figure 4.1 shows the mean proportion of utterances which matched the target object cleft construction schema for the different training schedule and age groups.

Figure 4.1. Experiment 2. Mean proportion of target object cleft utterances as a function of each child’s total number of utterances by age-group and condition (error bars represent standard error)
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A 2x2 ANOVA was calculated to investigate the effects of training schedule and age on the proportion of each child’s utterances that used the target object cleft construction. This yielded significant main effects of training schedule (Mmassed=0.31, Mdistributed pairs=0.66, F1,44=11.34, partial η2=0.21, p=0.002) and of age (M3-4yrs= 0.32, M4-5yrs=0.65, F1,44=7.80, partial η2=0.15, p=0.008) and a significant training schedule by age interaction (F1,44=4.44, partial η2=0.09, p=0.04). To investigate the nature of this interaction, pairwise comparisons (Fischer’s LSD) were used to compare the two training schedule conditions for the 3-4 and 4-5 year old children separately. These revealed that the main effect of training schedule reached significance only for the older children (F1,44=14.99, partial η2=0.25, p<0.001). Thus the older but not the younger children in the distributed pairs training condition produced a significantly greater proportion of target object cleft utterances than did children in the massed training condition.

Since the production of one single object cleft utterance with a verb that was not presented in this construction during training constitutes evidence of a child having formed some kind of abstract construction, perhaps a more appropriate comparison is between the number of children in each training group that produced one or more such utterances. These data are shown in Table 4.1.

	Table 4.1

Experiment 2. Number of Children in Each Experimental Group Producing at Least one Novel Utterance Using a Target Object Cleft Construction



	Age
	Training schedule


	Group N
	Children producing at least

 one target utterance

	3-4yrs
	Massed
	12
	5

	
	Distributed pairs
	12
	8

	4-5 yrs
	Massed
	12
	5

	
	Distributed pairs
	12
	12

	All children
	Massed
	24
	10

	
	Distributed pairs
	24
	20


For both age groups, more children in the distributed pairs training condition than in the massed training condition produced one or more target object cleft utterances during the elicited production test. A series of chi-square calculations revealed that this difference reached statistical significance for the older children (χ21,23=9.89, p<0.01) and for all children collapsed across age (χ21,47=8.89, p<0.01), but not for the younger children (χ21,23=1.51, ns). It is particularly interesting to note that every 4-5 year old child who followed the distributed pairs training schedule produced at least one object cleft utterance, as compared to less than half of those who followed a massed training schedule.

1.3.2 Analysis of non-target utterances

In many cases, where children did not produce a target object cleft utterance, they, instead used an alternative construction that appeared to be related in some way to the target construction. Children’s use of non-target constructions in this study, then, has potential theoretical implications for accounts of language acquisition under which children acquire a hierarchically ordered network of interrelated constructions (Tomasello, 2003; Abbot-Smith & Behrens, submitted), as discussed in Chapter 2 (Section 4.1.3). Table 4.2 shows the mean proportion of utterances that were classified into each of the five non-target categories.

	Table 4.2

Experiment 2. Mean Proportions of Non-Target Utterances as a Function of Each Child’s Total Number of Utterances



	Object clauses
	Subject clefts
	Transitives
	Subject-object Errors
	Other 

errors

	Mean
	SD
	Mean
	SD
	Mean
	SD
	Mean
	SD
	Mean
	SD

	0.15
	0.29
	0.06
	0.19
	0.13
	0.25
	0.01
	0.03
	0.17
	0.29


The theoretical implications of this pattern of results are discussed in Chapter 6.
1.3.3 Analysis of training schedule

During the training phase of the experiment, all children were asked to repeat each of the object cleft sentences produced by the experimenter. It is possible, then, that the significant main effects of training schedule reported for the elicited production test were simply a product of the differential ability of the two experimental groups to repeat these cleft sentences during training. This would not seem likely as children did not proceed to the test phase unless they had successfully imitated at least four of E2’s utterances during training. Nevertheless, to investigate the possibility that children in the distributed pairs training group produced more object cleft utterances during training than did children in the massed presentation group, a 2x2 training schedule by age ANOVA was calculated for children’s attempted imitations of E2 during the training phase. This ANOVA yielded no significant main effect of training schedule (Mmassed=0.72, Mdistributed pairs=0.75, F1,44=0.81, partial η2=0.02, n.s.), nor any interaction (but did reveal a significant main effect of age, such that the older children successfully imitated E2 on a higher proportion of occasions during training than did the younger children: M4-5yrs=0.88, M3-4yrs= 0.62, F1,44=18.60, partial η2=0.29, p<0.001). Thus it cannot be argued that the main effect of training schedule observed for the test session can be attributed to the differential ability of the different training schedule groups to successfully follow the training procedure.

2.0 Experiment 3: Formation of a Partially Abstract Construction: Massed vs distributed pairs vs distributed x type frequency

2.1 Introduction

Experiment 2 demonstrated that a distributed pairs presentation schedule facilitated learning of a partially abstract syntactic construction when compared with a massed presentation schedule. Experiment 3 was designed to compare each of these training schedules to a more widely distributed schedule of one training trial per day. Gentner (personal communication) hypothesises that learning might be more difficult in this distributed condition, since children will not have the opportunity to analogise across two different instantiations of the construction presented one after another.
2.1.1 The role of type frequency in the formation of abstract constructions


At least two investigations have suggested that increased type frequency of the variable element in a construction (for example, the VERB in the cleft construction presented in Experiment 2) might be expected to facilitate the formation of an abstract schema. The argument is that increased variability of the slot demonstrates to the child that the slot-filler is not fixed, and, therefore, that other suitable material can be inserted into the slot.


First, in an experimental study conducted by Gomez (2002), adults and infants aged 1;6 were exposed to strings generated by one of two artificial languages. Each string consisted of three nonce items (e.g., pel wadim rud). The two languages differed only in the permissible combinations of the first and third items. For example, pel wadim rud, and pel kicey rud (i.e., pel X rud), were possible strings for L1 but not for L2, whilst pel wadim jic and pel kicey jic (i.e., pel X jic) were possible in L2 but not L1. Learners were trained on a total of 432 strings from one language, then, in a test phase, were presented with novel strings generated by both grammars (these strings conformed to the various lexical a X b schemas (e.g., pel X rud) found in the training utterances, but the middle item varied) . Both adult and infant learners were able to differentiate between the two languages as evidenced by grammaticality judgements and a novelty preference in a conditioned head turn procedure respectively. For the training grammar, Gomez (2002) manipulated the type frequency of the item in the middle position (for example X in the pel X rud string) such that this item was drawn from a pool of 2, 6, 12 or 24 elements for the adults, or 3, 12 or 24 for the infants. For both adult and infant learners, increased type frequency greatly facilitated the acquisition of the schemas. Adult learners showed a significant advantage for a type frequency of 24 over one of 12, whilst only those infants in the experimental group for whom type frequency of the middle item was 24 were able to learn the discrimination. This study can be viewed as analogous to the example of the child forming an I’m [VERB]ing schema from exemplars such as I’m playing, I’m walking, I’m running). If the analogy holds, this would imply that increased type frequency of the variable item in a schema (here the VERB), relative to the fixed items or frame (I’m [VERB]ing), is a facilitatory factor in the acquisition of partially productive, lexically specific construction schemas. 


Second, Bybee (1995) discusses how increased type frequency of the variable element in a construction schema leads to increased productivity for that schema amongst language learners. The construction schemas which Bybee (1995) discusses are morphological schemas, such as the various English past tense schemas (1,2)

(1) [X] + 0 (  [X] +ed (e.g., walk(walked, shout ( shouted)

(2) vowel change (e.g., sing ( sang, take ( took)

In such schemas, the variable element is the base verb form. It is clear that the variable element in (1) has a far higher type frequency than the variable element in (2), as many hundreds of verbs follow the +ed pattern, whilst only a handful undergo a vowel change. Bybee (1995) argues that schema (1) is far more productive than schema (2) in the minds of English speakers as a result of this higher type frequency (and of the higher token frequency of particular items in schema 2). Evidence that schema (1) is more productive than schema (2) comes from the observation that that majority of children’s errors with past tense forms are so-called over-regularization errors that make use of this schema (e.g., *runned, *hitted) (Marcus et al., 1992). This schema would also seem to be more productive in the minds of adult speakers, since new verbs that enter the lexicon (e.g., email, text) are invariably incorporated into this schema.


Recall, however, that the findings of the experiment conducted by Goldberg et al. (in press; see Chapter 2, Section 4.1.2) would seem to suggest that the acquisition of a construction is facilitated more by high token frequency of a single variable item than by high type frequency of the variable (although Goldberg et al. did not specifically manipulate type frequency). However, as Goldberg et al. (in press) point out, their study does not address the question of productivity, or how the learner abstracts a verb-general construction which can be used with new verbs, it is merely concerned with the acquisition of construction semantics.

A second innovation for Experiment 3, then, was the introduction of a type frequency manipulation, such that the target construction was presented with either two or (as in Experiment 2) 10 different verbs during training. The prediction from the work of Gomez (2002) and Bybee (1995) is that the object cleft construction abstracted by children in the high type frequency condition will be more abstract (i.e., less tied to the individual verbs which instantiated this construction during training), and hence more productive, than that formed by the low type frequency group. Thus the low type frequency group are predicted to produce fewer utterances that make productive use of this construction in the test phase. In particular, this group might be expected to produce object cleft utterances in the test phase that use not the verb presented by the experimenter for the test trial, but, instead, substitute a verb presented in this cleft construction during training. That is, the low verb type frequency might lead these children to treat the construction as an idiom which can be used with only one or two particular verbs. 


As with the temporal spacing manipulation, single and dual-process models make different predictions with regard to the effect of the type frequency manipulation on learning. Bybee’s (1995) hypothesis is compatible with the single-process model, whilst she notes that “the dual processing model denies any role of type frequency in productivity” (p.426), since productive constructions (whether morphological or syntactic) are generated by a rule that is blind to lexical content. 

2.2 Method

2.2.1 Participants

Participants were 72 children aged 4;0-5;0 (M=4;6), consisting of an approximately equal number of males and females. This age group was selected as an informal analysis of the results of Experiment 2 revealed that children of this age demonstrated the most variability, and did not show floor or ceiling effects. All participants had English as their first language and attended primary schools in Manchester, England. Children were excluded if they were unable to complete the warm up session (24 children), displayed uncooperative behaviour having begun the study (15 children), were absent from school for one or more training sessions (16 children), or, having begun the study, failed to repeat at least four target utterances during training (21 children). 

2.2.2 Design

Children were randomly assigned to one of three experimental conditions corresponding to the three different training schedules: massed, distributed pairs, or distributed. The massed and distributed pairs conditions were identical to the corresponding conditions in Experiment 2. The new distributed condition consisted of 10 training trials presented on a schedule of one per session for 10 “daily” sessions. (In fact trials were presented for five days a week – Monday to Friday – for two weeks).


In Experiment 3, verb type frequency was manipulated as a second independent variable with two levels: high (10 verb types, identical to Experiment 2) and low (2 verb types, selected at random from the 10). For children in the low condition, the two verbs were used alternately, so that children in the distributed pairs condition heard two different sentence types on each day. This manipulation was designed to test the hypothesis that increased type frequency of the verb in the construction would facilitate the acquisition of the abstract verb slot (see Gomez 2002; Bybee, 1995)

2.2.3 Procedure

Apart from the modifications associated with the new training schedule condition, and the new verb type frequency variable, the procedure for Experiment 3 was identical to that of Experiment 2 with respect to the training, test and scoring procedures, and the materials used.

2.3 Results

As with Experiment 2, Statistical analyses were conducted on the proportion of each child’s utterances that utilised the target object cleft construction as a function of the total number of utterances produced by that child (again, a natural logarithmic transformation was applied to the data). These data are shown in Table 4.3.
	Table 4.3

Experiment 3. Mean Proportion of Target Object Cleft Utterances as a Function of Each Child’s Total Number of Utterances



	
	
	Object clefts

	Verb

types
	Training

schedule
	Mean


	SD



	Low (2)
	Massed
	0.19
	0.39

	
	Distributed pairs
	0.35
	0.31

	
	Distributed
	0.33
	0.33

	
	M, DP, D combined
	0.29
	0.33

	High (10)
	Massed
	0.15
	0.29

	
	Distributed pairs
	0.42
	0.37

	
	Distributed
	0.40
	0.43

	
	M, DP, D combined
	0.32
	0.38

	Low & high combined
	Massed
	0.17
	0.31

	
	Distributed pairs
	0.39
	0.34

	
	Distributed
	0.36
	0.38


A 3x2 ANOVA calculated for responses that used the target construction (and also a series of 3x2 ANOVAs conducted for responses classified into each of the non-target construction categories) revealed that the independent variable of verb type frequency was not associated with any main effects or interactions. Therefore, all subsequent analyses used one way ANOVAs to investigate the training schedule manipulation, collapsing across the two verb type frequency conditions.
2.3.1 Analysis of target responses

Figure 4.2 shows the mean proportion of utterances which matched the target object cleft construction schema for the different training schedule groups. A one-way ANOVA was calculated to investigate the effect of training schedule on the proportion of each child’s utterances that used the target object cleft construction. This yielded a significant main effect of training schedule (Mmassed=0.17, Mdistributed pairs=0.39, Mdistributed=0.36, F2,69=3.35, partial η2=0.09, p=0.04). The low partial η2  value reveals a much smaller effect size than was observed for Experiment 2, probably reflecting the overall lower performance on Experiment 3.  Post hoc tests (Fischer’s LSD) revealed that the differences between both the massed and distributed pairs conditions 
Figure 4.2. Experiment 3. Mean proportion of target object cleft utterances as a function of each child’s total number of utterances by condition (error bars represent standard error) 
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(p=0.02), and the massed and distributed conditions (p=0.04) reached statistical significance. The distributed pairs and distributed conditions were not shown to differ reliably.  Thus children in both the distributed and distributed pairs conditions produced a significantly higher proportion of target object cleft utterances than children in the massed condition. 

Again, since the production of one single target object cleft construction using a verb that was not presented in this construction during training constitutes evidence of the child having formed some kind of abstract construction, perhaps a more appropriate measure is the number of children in each training group who produced one or more such utterances. These data are shown in Table 4.4.
	Table 4.4

Experiment 3. Number of Children in Each Training Schedule Group Producing at Least One Novel Utterance Using a Target Object Cleft Construction (collapsed across verb types)



	Training schedule
	Group N
	Children producing at least one target utterance

	Massed
	24
	7

	Distributed pairs
	24
	16

	Distributed
	24
	14


As Table 4.4 shows, more children in the distributed pairs and distributed training conditions than in the massed training condition produced one or more target object cleft utterances during the elicited production test. Chi-square calculations revealed that this difference reached statistical significance for both the massed versus distributed pairs (χ21,46=6.76, p<0.01) and massed versus distributed (χ21,46=4.15, p<0.05) comparisons. No difference between the distributed pairs and distributed training schedule conditions was found (χ21,46=0.35, ns). 

2.3.2 Analysis of non-target utterances

Table 4.5 shows the mean proportion of utterances that were classified into each of the five non-target categories. Again, the theoretical implications of these findings are discussed in Chapter 6.

	Table 4.5

Experiment 3. Mean Proportions of Non-Target Utterances as a Function of Each Child’s Total Number of Utterances



	Object clauses
	Subject clefts
	Transitives
	Subject-object errors
	Other 

errors

	Mean
	SD
	Mean
	SD
	Mean
	SD
	Mean
	SD
	Mean
	SD

	0.11
	0.28
	0.07
	0.18
	0.17
	0.32
	0.04
	0.12
	0.30
	0.31


2.3.3 Analysis of training schedule
An ANOVA calculated for child repetitions of E2 during training did yield a significant main effect of training schedule (Mmassed=0.80, Mdistributed pairs=0.63, Mdistributed=0.79, F2,69=3.32, partial η2=0.09, p=0.04). However, since the massed training group, who produced the lowest proportion of target object cleft utterances in the test phase actually produced the highest proportion of these constructions during training, the main effect of training schedule observed for the test session cannot be attributed to differences between the groups with respect to the training procedure.

3.0 Experiments 2 & 3: Discussion

The results of Experiments 2 and 3 provide clear evidence for the existence of a distributed learning effect for construction learning, as predicted by the account of Tomasello (2003), and, more generally, general-learning-mechanism and single-process accounts of language acquisition. Compared to a massed training schedule (10 trials in one session), both the distributed pairs (two trials for each of five sessions) and distributed (one trial for each of 10 sessions) schedules significantly facilitated the formation of a partially abstract object cleft construction schema. Since children in the distributed pairs condition showed no advantage over children in the distributed condition, the results of this experiment do not support the distributed pairs-advantage hypothesis. It would seem that the observed advantage of the distributed pairs over the massed condition was a simple consequence of the increased spacing of instantiations of the construction for the former training schedule group.

This finding has two clear, and related, implications. The first is that construction learning is much like other forms of learning, even outside of the linguistic domain, and across species. This finding, therefore, supports accounts under which language is acquired using domain general learning mechanisms, such as schematization/analogy (e.g., Tomasello, 2003).  Since Chomsky (1957) first proposed the Language Acquisition Device (LAD) many authors have argued that language is “unlearnable” without the aid of some kind of innate knowledge, often in the form of a number of principles and parameters or maturational constraints (see Chapter 1). The implication of the present study is that construction learning is much like many other forms of learning and, therefore, that many important empirical facts concerning language learning can be explained without the need for special principles which apply only to this domain. Rather than invoking special learning principles (such as parameter setting or the maturation of linguistic principles), we can invoke general learning principles (such as schematization and analogy) that are common to many different types of human and animal cognition. The advantage of this approach is that the problem of how any innate knowledge is encoded in the genes is avoided. The processes of schematization and analogy do not require any innate knowledge that is specific to language learning; they are simply general human cognitive abilities. Unlike nativist approaches, this general cognition account is independently motivated. In schematization and analogy, Tomasello (2003) is appealing to cognitive processes that have a long history in the psychological literature, outside the linguistic domain. By contrast, the only evidence for processes such as parameter-setting or constrained maturation is the very data which they are argued to explain.


The second implication of this finding, when considered together with the findings of Schwartz and Terrel (1983) and Childers and Tomasello (2002), is that a single set of general learning and cognitive processes is responsible for the acquisition of individual lexical items and both irregular and regular grammatical constructions. Thus the findings of this experiment strongly support single as opposed to dual process accounts of acquisition. Indeed, certain dual-process accounts would appear to rule out the possibility of a distributed learning effect for regular syntactic constructions:

Irregular forms…should be strongly affected by properties of associative memory…whereas regular forms should not (Pinker, 1991: 532)

Since the distributed learning effect has been shown to occur for many different kinds of stimuli, and even across species, it would seem fair to conclude that the effect is a consequence of “properties of associative memory”. Thus at least one dual process model would appear to predict that the observed distributed learning effect for construction learning should not occur. In contrast, a single process model, under which all irregular and irregular constructions and individual lexical items are learned using a single set of learning processes, would predict such an effect.


However, note that, contrary to the prediction of single-process models (Bybee, 1995; Tomasello, 2003) no effect for verb type frequency was found. This null finding will be discussed in detail in Chapter 6. For now, suffice it to say that it would seem likely that methodological factors were largely responsible for this null finding. 

In conclusion, the finding of a distributed learning effect for construction learning supports the view that a single set of cognitive skills and processes underlies the acquisition of grammatical constructions, words, and other linguistic and non-linguistic content, and thus provides support for Tomasello’s (2003) constructivist theory of language acquisition. The experiments reported in this chapter have also extended this account by investigating other factors (token and type frequency of the construction, and variable elements thereof) hypothesised to influence the process by which children abstract the grammatical constructions that are taken to underlie adult linguistic competence. Further theoretical implications of Experiments 2 and 3, and associated methodological issues, are discussed in Chapter 6.

Having learned a novel syntactic construction, children must learn to restrict its use to appropriate lexical items, to avoid producing ungrammatical utterances. The following chapter investigates one hypothesis for how this restriction process may operate.  

Chapter 5: Experiments 4-6. Restricting Linguistic Generalizations: An Experimental Investigation of the Entrenchment Hypothesis 

The experiment reported in Chapter 3 provided support for a constructivist, construction-based approach to language acquisition, such as that proposed by Tomasello (2003). Chapter 4 extended and strengthened this account, reporting the results of an experiment looking at factors that influence the formation of an abstract grammatical construction. The studies reported in the current chapter investigate how, having formed such constructions, children learn to appropriately restrict their use of these constructions, to avoid producing ungrammatical utterances. More specifically, the present study investigates the entrenchment hypothesis (introduced in Chapter 2, Section 6.0), which is a key element of Tomasello’s (2003) account.

1.0 Introduction: The Formation and Restriction of Linguistic Generalizations

In order to generate novel utterances, children must use linguistic items in constructions in which they have not heard them attested in the input (as they did, presumably for verbs in the object cleft construction in Experiments 2 and 3). In Chapter 2, it was argued that children assimilate items into non-attested constructions on the basis of functional and formal (distributional) similarity between the new item and items that have been attested in these constructions. However, children need to learn to restrict these generalizations to those which are considered grammatical by adult speakers. Consider, again, two overgeneralizations reported in Chapter 2:

(1) *I don’t want any more grapes, they just cough me 

(2) *It always sweats me [Refusing sweater] (Both from Bowerman, 1988)
These children appear to have formed some kind of [SUBJECT] [VERB] [OBJECT] transitive construction schema, into which the verbs cough and sweat, which are unattested in this construction, are being assimilated (though possibly only temporarily under discourse pressure). To avoid producing such overgeneralizations, the child must learn to appropriately restrict the use of items in construction schemas. In this case, the overgeneral [SUBJECT] [VERB] [OBJECT] construction must be replaced with a [SUBJECT] [TRANSITIVE VERB] [OBJECT] construction. 

Children make so-called overgeneralization errors with many different constructions. In Chapter 1 a child-overgeneralization of the [SUBJECT] [OBJECT1] [OBJECT2] double-object, ditransitive construction was reported:

(3) * I said her no (Christy 3;1, from Bowerman 1988, reprinted in Pinker 1989: 22)

In this case, the verbs that can participate in this construction are a relatively small subset of verbs, which form a number of semantic classes (see Pinker, 1989; and discussion thereof in Chapter 1). Morphological overgeneralizations (4) can also been seen as the product of overly general construction schema (5)

(4) *[He] falled [over]

(5) past tense verbal constuction: [VERB]ed

1.1 The no-negative-evidence problem


Given that children must form such generalizations in order to enable them to produce novel utterances, a classic problem in language acquisition theory is that of how children learn to appropriately restrict such generalizations to avoid producing ungrammatical utterances. It is important to recognise that this is a problem for all accounts of language acquisition, and not solely those based on construction grammar, or any other particular linguistic theory. For example, the problem of the appropriate use of transitive and intransitive verbs (as illustrated by sentences 1 and 2 above) could be presented in a UG framework as a question of how children learn the appropriate argument structure, or c-selection properties, of verbs (for example, that cough c-selects a subject, but not an object, NP). 


The problem of how children learn to appropriately restrict their linguistic generalizations is often called the no-negative-evidence problem, because children seem to learn to appropriately restrict their generalizations even in the absence of corrective feedback (negative evidence) from caregivers (Bowerman, 1988). Traditionally, this problem has been discussed in relation to argument structure generalizations: how children learn which verbs can be used in which constructions. Whilst this approach will be followed here, it is important to remember that many of the theories that will be discussed in this chapter are equally applicable to other grammatical overgeneralizations such as those involving morphological constructions (4,5).


The remainder of this chapter is structured as follows: Having considered some early attempted solutions to the no-negative-evidence problem, I outline three processes which children use to restrict their generalizations under Tomasello’s (2003) account. (pre-emption, entrenchment, and the formation of semantic verb classes). I then argue that these three processes in fact reflect different aspects of a single process (a revised version of entrenchment), and present the results of a series of experiments designed to investigate this process in some detail.

1.2 Early attempted solutions and their limitations

1.2.1 Implicit negative evidence

A number of authors have argued that, although children do not receive explicit negative feedback when they make an overgeneralization error, implicit negative evidence is often available in the form of corrections, recasts or requests for clarification. Many authors further argue that the child is able to make use of such implicit negative evidence when learning to restrict overgeneralization errors.


The evidence supporting this argument is typically drawn from naturalistic studies. For example, Strapp and Federico (2000) videotaped 14 children interacting with their mothers, fathers and siblings to investigate the effect of recasts on children’s immediately subsequent speech (a recast is when an adult repeats the child’s utterance, correcting any grammatical errors present). Strapp and Frederico (2000) found that following an adult recast, children produced an utterance correcting their original error on, on average, 10% of occasions. By contrast, when an adult gave a non-corrective response, children corrected their errors on less than half of one percent of occasions. Similar findings are also reported by Saxton, Culcsar, Marshall and Rupra (1998), Saxton (2000), and, for errors involving morphological constructions, Farrar (1992) 


Certainly, these studies demonstrate that implicit negative evidence does play a role in the retreat from overgeneralization. They do not, however, demonstrate that such evidence is either necessary or sufficient. One cross cultural review (Lieven, 1994) reported that adult speakers in certain cultures (such as the Trackton and Samoan communities) do not provide recasts or adjust their speech when talking to children, yet these children still acquire their native language. Even amongst Western middle-class parents, corrective feedback is inconsistent across parents, across types of error, and across occasions. Bowerman (1988) argues that inconsistent negative evidence is, at best, useless, and, at worst, harmful to grammatical development. If the child assumes that any utterance that is not followed by a recast is well-formed, any occasions on which an adult fails to correct an ill-formed utterance would be damaging to grammatical development. 

Bowerman (1988) also points out that implicit negative evidence, in the form of recasts and misunderstandings, more frequently follows factually incorrect than grammatically incorrect child utterances (see also Demetras, Post & Snow, 1986). The child, then, cannot take recasts as evidence of an ill-formed utterance, without constantly attempting to correct grammatically well formed, but factually incorrect, utterances. 


Whilst implicit negative evidence may well play some role in grammatical development, it is clear that some further mechanism is required to explain the retreat from overgeneralization.

1.2.2 Innate constraints

Baker (1979) proposes not so much a mechanism, but rather an innate constraint as a solution to the no negative evidence problem. Baker (1979) classes lexical exceptions to grammatical rules as either benign or embarrassing. Benign exceptions are those which can be learned on the basis of positive evidence alone, since the overgeneralized form has a direct competitor in the input (positive evidence is simply evidence that a particular form is permitted). Benign exceptions are perhaps most evident amongst past tense forms (for example *runned can be “unlearned” upon repeated presentation of ran). Embarrassing exceptions have no such direct competitor, and thus cannot be unlearned on the basis of positive evidence alone. Examples of embarrassing exceptions include morphological overgeneralizations such as “*unsqueeze”, and argument structure overgeneralizations such as “*don’t giggle me” (Bowerman, 1988). These embarrassing exceptions have no direct competitor, where this is taken to mean an alternative form expressing identical meaning. For example, rather than *unsqueeze one might use verbs such as let go or ease up which are not semantically identical to *unsqueeze. Baker’s proposal is that the child is innately constrained to entertain only those hypotheses which can be revised on the basis of positive evidence alone, thus avoiding the problem of embarrassing exceptions. Similarly, Berwick & Weinberg (1984) propose that the child is innately constrained to hypothesize the narrowest possible grammar which can account for all heard utterances. Both these accounts, therefore, predict that no overgeneralization errors should occur. Since, amongst others, Bowerman (1988) and Pinker (1989) document many such errors, these accounts can be immediately rejected. 

1.2.3 Principles of UG

Randall (1990) proposes another nativist solution to this problem: that children’s generalizations are restricted by innately specified principles of Universal Grammar. Argument structure overgeneralization errors occur when children have yet to learn the c-selection properties of particular verbs, and so fail to apply the appropriate principle to these items. Randall (1990) takes as her example overgeneralizations involving the dative alternation, such as *John said Sue something nice. The UG principle here is that “an optional argument may not intervene between a head and an obligatory argument” (p.1391). Verbs that do participate in the dative alternation have two obligatory arguments, meaning that their position can be exchanged without violating the principle:

(6) Mary gave  a book      to the library.
((
Mary gave the library a book.

              HEAD  OBLIG  OBLIG                                         HEAD OBLIG    OBLIG                                         

Thus give may participate in the alternation as both arguments are obligatory:

(7) *Mary gave a book

Verbs that will not participate in this alternation (e.g., say) have one obligatory argument and one optional argument:

(8) *John said 

(9) John said something nice (to Sue)

Exchanging the position of the two arguments to create the alternative dative form would result in the optional argument (Sue) intervening between the head (say) and the obligatory argument (something nice). Since this violates a principle of Universal Grammar, this type of sentence is considered ungrammatical.

(10) John said something nice to Sue.         ((
*John said Sue something nice.
    
  HEAD  OBLIG          OPTION                      HEAD OPTION OBLIG
According to Randall (1990), children make overgeneralization errors of this type as they initially assume that both arguments of verbs such as say are obligatory, presumably by analogy with verbs such as give where both arguments are indeed obligatory. Children retreat from inappropriate overgeneralizations by learning that certain verbs have optional arguments. This learning can proceed on the basis of positive evidence alone, for example hearing sentences such as John said something nice. 

One potential problem for Randall’s theory is the existence of positive exceptions (in this case verbs that will participate in the dative alternation despite having one obligatory argument and one optional argument). For example, the verb bake has one obligatory and one optional argument, yet the alternation is permitted

(11) *Sue baked

(12) Sue baked a cake (for John) (( Sue baked (John) a cake

However, positive exceptions are not particularly problematic for Randall’s theory, as these can be learned individually on the basis of positive evidence.

Although Randall’s (1990) account provides a simple mechanism for the retreat from overgeneralization and makes testable predictions, it is, ultimately, fatally flawed. Firstly, the account generates false predictions; for example that children will not say *don’t say me that if they have ever used say in a single-argument construction, such as she said hello, as this demonstrates they do not assume that say has two obligatory arguments. Data from Bowerman’s daughters (Bowerman, 1988) disprove this prediction. Furthermore, it is unclear why the child should assume that verbs such as say have two obligatory arguments when utterances such as She said hello are presumably quite common in the child’s input (perhaps even more common than those using two arguments). Finally, this account is specific to dative overgeneralizations and to English (Bowerman 1988). It is not clear how universal principles could be evoked to account for the retreat from overgeneralization for errors using different constructions, or for the equivalent construction in other languages.  

1.3 More successful proposals

1.3.1 Entrenchment

The entrenchment hypothesis was first proposed by Braine & Brooks (1995) building on ideas presented in Braine (1988):

Once the argument structure has been solidly recorded in the learner’s lexical entry for the verb, he or she assumes (until the language teaches them otherwise) that this is the verb’s only argument structure. (Braine & Brooks, 1995: 367)

In the terms of construction grammar, the entrenchment hypothesis is that repeated presentation of a particular verb in a particular argument structure construction leads to the inference that the use of that verb in non-attested constructions is not permitted. To consider the example of the [SUBJECT] [VERB] [OBJECT] English transitive construction, repeated presentation of a verb (e.g., kick) in this construction (John kicked the ball) in the absence of presentations of this verb in an intransitive [SUBJECT] [VERB] construction, leads to the inference that the use of the verb in this latter construction is not permitted (*the ball kicked). Entrenchment could also potentially explain the retreat from overgeneralization for other constructions such as the double object dative (where entrenchment of 13 blocks 14) and the morphological reversative –un construction (15 blocks 16).

(13) (don’t) say that to me  
     say [DIRECT OBJECT] to [INDIRECT OBJECT]

(14) (don’t) say me that      
     say [INDIRECT OBJECT] [DIRECT OBJECT]

(child overgeneralization from Bowerman, 1988)

(15) Squeeze (the toothpaste tube) 


squeeze ([DIRECT OBJECT])

(16) *Unsqueeze (the toothpaste tube)                un-squeeze ([DIRECT OBJECT])

(child overgeneralization from Bowerman, 1988)

Only one study (Brooks, Tomasello, Dodson, & Lewis, 1999) has directly investigated the role of entrenchment in the appropriate restriction of construction schemas by young children. 72 children (24 in each of three age groups 3, 4-5 and 8 yrs) each watched four actions performed by puppets. Each of these actions could be described by either of two verbs, one chosen to be familiar to young children (a higher frequency verb), and one unfamiliar (a lower frequency verb). Two of the actions were described using transitive verbs (hit/strike, take/remove)
, whilst two were described using intransitive verbs (come/arrive, disappear/vanish). Children heard a total of 54 utterances for each verb. As with many of the studies introduced in Chapter 2, children were asked agent-focussed and patient-focussed questions to encourage responses using the transitive and intransitive constructions respectively. For each verb, each child heard 12 agent-focussed and 12 patient-focussed questions, as well as eight neutral questions (What’s happening?). The prediction from the entrenchment hypothesis was that children would violate the transitivity status of the unfamiliar verbs more often than that of the familiar verbs (for example, he vanished it would be produced more often than he disappeared it), as the unfamiliar verbs would be less entrenched in their usage in appropriate constructions. This prediction was confirmed, will all three age groups making more transitivity-violating errors for the unfamiliar verbs than for the familiar verbs.


A second study (Theakston, 2004) investigated the role of entrenchment on grammaticality judgements with adults and children (aged 5;1-6;2 and 7;1-9;2). As well as grammatical sentences (for the children only) participants were presented with sentences that contained argument structure overgeneralization errors. Half were errors using high frequency verbs that are attested in the literature (such as 17), whilst the remainder used lower frequency verbs (18), each semantically matched to one of the high frequency verbs:

(17) *She came me to school

(18) *She arrived her to the park

As predicted by the entrenchment hypothesis, all age groups rated ungrammatical sentences with low frequency verbs as more acceptable than those with high frequency verbs, presumably as the lower frequency verbs had become less entrenched in their correct usage. Furthermore, collapsing across verb frequency, the younger children were more willing than the older children to accept ungrammatical sentences as grammatical, again, presumably, as the verbs had become less entrenched in their correct usage.


As reported in Chapter 2, Tomasello and Brooks (1998) showed that children aged 2;0 and 2;6 were reluctant to use novel transitive verbs in intransitive constructions and vice-versa, and Brooks and Tomasello (1999b) report a similar finding for active and passive constructions with children aged 2;11 and 3;5. However, these studies do not really address the question of how entrenchment might allow children to appropriately restrict their construction schemas, as it is not clear whether or not these children had yet formed the necessary abstract schemas. Indeed, this would seem unlikely for all but the oldest of these four age groups. In order to demonstrate entrenchment with nonce verbs, it would be necessary to show that children (either individually or as a group) who were initially willing and able to use a novel verb in an unattested construction, ceased to do so on the basis of further presentations of that verb in one or more other construction. The present series of experiments represents such an undertaking.

In Braine and Brooks (1995), entrenchment is characterised, perhaps unintentionally, as a rather all-or-nothing process; either a verb’s argument structure has been “solidly recorded” (p.367), thus precluding overgeneralization, or it has not, and overgeneralization is possible. The results of Brooks et al. (1999) Theakston (2004) suggest, rather, that entrenchment is a probabilistic process. Presumably the adult participants of the study conducted by Theakston (2004) had “solidly recorded” the argument structure privileges of even the least frequent (though still not uncommon) verbs, yet they still displayed a probabilistic entrenchment effect. It is this probabilistic version of the entrenchment hypothesis that is investigated in the present study.

It may also be the case, however, that there is some critical mass of occurrences of a verb in a certain construction required for the inference that the use of that verb in other constructions in not permitted. Although both adult and child speakers are able to rate degrees of ungrammaticality (Theakston, 2004), there may, nevertheless, be some cut off point beyond which the speaker would not spontaneously produce such a generalisation herself.

The entrenchment hypothesis relies on the assumption that the child is able to recognise utterances as instantiations of certain constructions (e.g., the transitive construction) and to break those constructions down into their elements (e.g., SUBJECT, VERB and OBJECT). This assumption, however, is not necessarily warranted. Ironically, given that approaches such as entrenchment are generally supported by constructivists, this is a greater problem for constructivist than nativist theorists, who view grammatical categories such as SUBJECT and DIRECT OBJECT as being available to the child very early on in the language-learning task (see Pinker 1989 and Chapter 1). For the constructivist, the issue is the level of abstraction at which entrenchment applies. For entrenchment to operate, the child must be able to recognise a substantive construction (19) as an instantiation of a more abstract construction (20, 21):

(19) John kicked the ball


       substantive (concrete) utterance

(20) [KICKER] KICK [THING KICKED]
       lexically specific construction

(21) [SUBJECT] [VERB] [OBJECT]
       wholly abstract construction

If entrenchment were operating at the least abstract level possible (19), repeated presentation of the sentence John kicked the ball would lead to the correct inference that *the ball kicked is ungrammatical. However, this would have no bearing on the perceived grammaticality of an utterance such as *the tree kicked (describing an action where John kicked the tree) as, at the least abstract level, entrenchment would apply only to the specific lexical items present in the entrenched sentence.


If the child forms a lexically specific schema (20), on the basis of repeated exposure to sentences such as (19), entrenchment could operate at this level. Thus, repeated presentation of John kicked the ball would entrench the lexically specific construction (20) such that any sentence following the form *[THING KICKED] KICK (e.g., *the tree kicked) would be regarded as ungrammatical.

The entrenchment hypothesis as presented by Braine and Brooks (1995) and Goldberg (1995) implicitly assumes the highest level of abstraction illustrated above (21); that the child can recognise a sentence as an instantiation of a completely abstract syntactic construction. In this chapter, it will be argued that, in order to retreat from overgeneralization, the child must form constructions at a level of abstraction between that illustrated by (20) and (21), where the individual verb is replaced by a variable which denotes the class of verbs which can participate in this construction (22). The verbs in each particular class share both functional-semantic and formal-distributional properties. Furthermore, following Croft (2001, see Chapter 2) it will be argued that categories such as SUBJECT and DIRECT OBJECT must be replaced with more specific elements (e.g., TRANSITIVE SUBJECT, TRANSITIVE DIRECT OBJECT) to reflect the observation that more general elements such as SUBJECT do not have consistent cross-constructional properties .

(22) [TRANSITIVE SUBJECT] [VERB OF INSTANEOUSLY IMPARTING MOTION] [TRANSITIVE DIRECT OBJECT]

Even if the entrenchment hypothesis is correct, the question of abstraction remains unanswered. Does the process of entrenchment begin only once the child has a number of highly abstract argument structure constructions (such as the transitive [SUBJECT] [VERB] [OBJECT] construction) or is it operational much earlier on with individual lexical items, or with medially abstract constructions such as [KICKER] kick [THING KICKED]? If the latter, this raises the question of whether this entrenchment can somehow be transferred upwards into more abstract schemas, or whether entrenchment must begin anew when more abstract schemas are formed. Under Croft’s (2001) Radical Construction Grammar approach, speakers are argued to possess knowledge of constructions at various levels of abstraction simultaneously, so such transferral may be possible, at least in principle. Of course, this question can only be answered with a series of carefully controlled experiments, which have yet to be conducted. In the meantime, the present study investigates entrenchment at the level of the verb argument structure construction (21). Fortunately, the evidence reviewed in Chapter 2 suggests that children from as early as 3;0, and certainly by 4;0, possess such abstract schemas, at least for simple transitive and intransitive constructions. 

1.3.2 Pre-emption


Braine and Brooks (1995) propose an additional mechanism by which children might learn to restrict their generalizations appropriately; that of pre-emption:

Once one linguistic form for expressing a meaning has been learned, it pre-empts other forms that express the same meaning, unless the language input offers positive evidence for a second form. (Braine & Brooks, 1995: 361)
This account draws heavily on Macwhinney’s (1987) Competition Model, which, in turn, adopts Baker’s (1979) notion of benign exceptions (exceptions to a grammatical rule which can be learned on the basis of positive evidence alone, since the overgeneralized form has a direct competitor in the input, e.g., *runned vs ran)

Under the accounts of Macwhinney (1987) and Braine and Brooks (1995) the definition of competitor is relaxed to include any linguistic form expressing the same meaning. Thus all Baker’s (1979) embarrassing exceptions, those which do not have a direct competitor in the input, have, instead, an indirect competitor. To use the example of the transitive construction, an example of a direct competitor is the suppletive form killed for died, in sentence (23):

(23) John *died/killed Mary 

An example of an indirect competitor is the periphrastic causative form make disappear for disappear in sentence (24):

(24) The magician *disappeared the rabbit / made the rabbit disappear. 


Two experiments provide evidence for the role of pre-emption in the retreat from overgeneralization. Brooks & Tomasello (1999a) taught 96 children (32 each at 2.5, 4.5 and 6-7 yrs) two novel verbs (again meek and tam), one of which was modelled as a transitive verb, and the other as an intransitive. As usual in such studies, the verbs described novel actions performed by toys and puppets. A no-preemption group heard each verb used 88 times in a simple transitive or intransitive construction (Ernie’s meeking the car / the car is meeking), whilst a pre-emption group heard each verb used 44 times in a transitive or intransitive construction and 44 times in either a passive construction (the car is getting tammed, for the verb modelled as transitive) or a periphrastic causative construction (Ernie is helping the car tam, for the verb modelled as intransitive). After training, children were given 50 elicitation questions, half agent-focussed, and half patient-focussed, to elicit transitive (or passive) or intransitive (or periphrastic) responses. The pre-emption account predicts that the children who heard a verb used in a passive or periphrastic causative construction will violate the verb’s assigned transitivity less often than will the children in the no-preemption group, as these constructions will pre-empt novel intransitive or transitive uses. For example, consider the case where tam is modelled as an intransitive verb (the car is tamming). When presented with an agent-focussed question (What’s Ernie doing?), children in the pre-emption group might reply (helping the car to tam), as the attested periphrastic causative construction pre-empts a productive transitive utterance (tamming the car). Under the pre-emption account, children who have not heard a pre-empting alternative construction will be more likely to produce a novel transitive utterance in this case. The predictions of the pre-emption account were confirmed for all but the youngest children studied, with the no-preemption group producing more violations of the verbs’ assigned transitivity status than the pre-emption group.  

Brooks & Zizak (2002) point out a methodological problem with this earlier study. Since the no-preemption group heard each novel verb used 88 times in a transitive (or intransitive) construction, whilst the pre-emption group heard each novel verb used in one of these constructions on only 44 occasions, pre-emption and entrenchment were confounded. That is, the verbs’ assigned transitivity might be expected to be more firmly entrenched for the no-preemption group than for the pre-emption group. This study, then, essentially replicated the earlier experiment, with the difference that all children (aged 3;11-4;10 and 6;2-7;5) were given 36 presentations of the novel verbs in a transitive (or intransitive) construction, and thus equal opportunity for the verbs’ assigned transitivity to become entrenched. A no-premption control group were given no further presentations of the verb, whilst a pre-emption (alternative construction) group heard 12 utterances using passive or periphrastic causative constructions, as in the previous study. A further innovation in this study was the introduction of another pre-emption group who were given 12 pre-emptive utterances using English verbs (English suppletive condition). For the novel transitive verb group, the corresponding English suppletive form appeared in an instransitive sentence (the car is bouncing). Conversely the novel intransitive verb group heard an English transitive sentence (Ernie is bouncing the car). This group was introduced to investigate the role of suppletive forms (such as kill for die) in pre-emption. The findings of this study support the pre-emption hypothesis with respect to the alternative construction pre-emption group, but only for the oldest children tested. The special importance of suppletive forms in pre-emption was demonstrated by the finding that, for all but the youngest age group tested, children provided with an English suppletive form violated the verbs’ assigned transitivity status less often than those in the no-preemption control group.

1.3.3 Problems for a pre-emption account

The experiments discussed above would seem to suggest that pre-emption does play some role in the retreat from overgeneralization. Many authors (most notably Bowerman, 1988), however, have pointed out a number of problems facing the pre-emption and competition accounts.

One problem is that when the definition of a competitor is relaxed to include any alternative form of expression, some utterances that are in fact permissible ought really, according to the pre-emption theory, to be pre-empted (Fodor & Crain, 1987). For example, if sentence (25) pre-empts sentence (26)

(25) The magician made the rabbit disappear

(26) *The magician disappeared the rabbit

then sentence (27) ought to pre-empt sentence (28), which is, in fact, permissible (on a reading where John props the baby up against a wall).

(27) John made the baby stand up

(28) John stood the baby up

It could be argued, however, that (27) does not pre-empt (28) as the meanings of the two sentences are slightly different; (28) is, in fact, acceptable only on a rather unconventional direct-causation reading, and is not synonymous with (27), in which causation can be indirect. (26) however does pre-empt (25), as the sentences denote precisely the same meaning. It could be, then, that pre-emption operates only for perfect synonyms. 

A second problem (Bowerman, 1988) is that some incorrect forms do not have even an indirect competitor in the input. This is particularly true of morphological overgeneralizations such as reversative un- prefixation. Potential competitors such as ease up or let go are not in semantic competition with unsqueeze as they do not specifically refer to the reversal of a squeezing action. Furthermore, as Fodor & Crain (1987) argue, even if there were some phrase which referred to the reversal of a squeezing action, it would not be possible for this to pre-empt unsqueeze without permissible un- prefixed forms such as unwrap being pre-empted by phrases such as take the wrapper off. 

Still another problem is that, for certain overgeneralizations, it will sometimes be the case that the child will have never been in an appropriate discourse context for pre-emption to occur (Bowerman, 1988). This is particularly true of one-shot overgeneralizations, such as, for example, many based on the resultative construction (e.g. I shot him dead):
(29) *I pulled it unstapled

(30) *I’m patting her wet

(both attested child overgeneralizations, from Bowerman, 1988). 

For pre-emption to have occurred, the child would have had to have been in a situation where somebody was removing staples and have heard something like I’m pulling it apart so that the staples come out in order for pre-emption to occur.

There would seem, then, to be somewhat of a contradiction in the literature. There are many sound arguments as to why pre-emption cannot work; yet experimental investigations have demonstrated that it appears to do so. This apparent contradiction may be a consequence of the confounding of pre-emption and entrenchment in both experimental investigations and theoretical accounts. A possible solution to this apparent paradox is presented in Section 1.3.5.

1.3.4 The formation of semantic verb classes

As discussed in Chapter 1 (Section 2.2.3.2), Pinker (1989) argues that argument structure overgeneralization errors will cease when children have formed semantic classes of verbs which can and cannot appear in certain constructions (see also Mazurkewich & White, 1984). The investigations conducted by Brooks and Tomasello (1999) and Brooks and Zizak (2002), and outlined in the previous section, provide some support for the constraining role of verb classes in linguistic generalizations for children aged 4.5 and above. In both studies, the actions described by the novel verbs were chosen such that English verbs which could be used to describe them (and hence the novel verbs) were members of one of the three following semantic classes:

(1) manner of motion verbs that alternate between intransitive and transitive uses (for example: roll, bounce, slide and shake)

(2) transitive verbs of inherently directed motion that do not occur in an intransitive construction (for example: lift, raise, bring and take)

(3) intransitive verbs of inherently directed motion that do not occur in a transitive construction (for example: fall, rise, come and arrive). From Brooks and Tomasello, 1999)

For each child one novel verb belonged to the semantic class that alternates between intransitive and transitive uses (Class 1 above), and denoted the action of a toy as it bounced on a length of elastic (if modelled as an intransitive verb) or the action of a puppet as it caused a toy to perform this action (if modelled as a transitive verb). The other novel verb belonged to a semantic class of fixed transitivity (either transitive, Class 2 above; or intransitive, Class 3 above) and described the action of a puppet as it pulled on a string causing a toy to move up a ramp (if modelled as a transitive verb) or the action of the toy as it moved up the ramp (if modelled as an intransitive verb). The prediction derived from Pinker’s (1989) hypothesis was that children would respect the assigned transitivity of the novel verbs of inherently directed motion (Classes 2 and 3 above) but alternate between transitive and intransitive uses of the novel manner of motion verbs. Broadly speaking, this was the observed pattern for the children aged 4.5 years and older, although the generalizations of younger children did not pattern by semantic class.

1.3.5 Entrenchment, pre-emption and the formation of (semantic) verb classes: ‘Three sides of the same coin’?

Tomasello (2000, 2003) characterises entrenchment, pre-emption and the formation of semantic verb classes as three different processes. In the view of the present author, following a Radical Construction Grammar approach (Croft, 2001), these can be considered three different conceptualisations of the same process.


In Chapter 2, it was argued that children perform functional (and possibly, in some cases, purely formal) distributional analysis to form paradigmatic syntactic classes. Following Croft (2001), we assume that children form classes such as INTRANSITIVE VERB and TRANSITIVE VERB rather than cross-constructional categories such as VERB. It is a short step, therefore, to additionally posit that children form classes such as (INTRANSITIVE) VERB OF “MOTION IN A SPECIFIED DIRECTION” (e.g., come, go, fall) or (TRANSITIVE) VERB OF “CHANGE OF LOCATION IN A SPECIFIC DIRECTION” (e.g. bring, take, raise) at a lower level of abstraction than (or as subsets of) classes such as INTRANSITIVE VERB and TRANSITIVE VERB respectively (these classes from Pinker, 1989).  Under Pinker’s (1989) account, these classes are formed purely on the basis of common semantics. Under the present account, children form these classes on the basis of functional (semantic) AND formal (distributional) commonalities between linguistic items.

If this is the case, then the formation of such classes IS the process of entrenchment. Consider the case where repeated presentation of come in an intransitive construction (31) leads to the inference that the use of this verb in the transitive construction is not permitted (32):

(31) John came (to school)

(32) *John’s mother came him (to school)

Repeated presentation of come in an intransitive, construction (or “entrenchment”) constitutes ever-strengthening evidence that this verb shares formal, distributional properties with other verbs attested in that construction such as go and fall (or “distributional analysis”). As well as a formal, distributionally defined class, these verbs also form a semantically defined class: All specify motion in a particular direction, inherently “caused” by the moving entity. Thus we can say that the child gradually forms the following construction:

(33) [INTRANSITIVE SUBJECT] [VERB OF MOTION IN A SPECIFIED DIRECTION]

As this construction strengthens through repeated presentation, the verb class that, in part, instantiates it will resist overgeneralization to constructions such as the transitive, since none of the verbs attested in this strengthening construction are also attested in a transitive construction.  


At the same time, the child will be abstracting constructions such as
(34) [TRANSITIVE SUBJECT] [VERB OF CHANGE OF LOCATION IN A SPECIFIC DIRECTION] [OBJECT]

in which verbs such as  bring, take and raise are attested. Again, these verbs form a coherent distributional (none appear in intransitive constructions) and semantic (the motion is caused by some other agent, not by the moving entity) class. At some point, overgeneralization errors such as (32) may occur, as the child assimilates (perhaps temporarily, under discourse pressure) verbs such as come into this class. However, as this verb class strengthens through repeated presentation, it will resist “assimilation attempts” from verbs (e.g., come) that do not share the distributional and semantic characteristics of members of the class. Thus, this unitary process of entrenchment/the formation of semantic/distributional classes, operating for different constructions simultaneously, causes overgeneralisation errors to cease.

Pre-emption, too, can be argued to be simply a different conceptualisation of entrenchment (or of the formation of verb classes). Consider the case above where sentence (25) pre-empts sentence (26). Sentence (25) constitutes evidence that disappear shares distributional and semantic properties with other verbs (such as vanish, or go away) that are attested in this periphrastic causative construction, and various intransitive constructions, but in no transitive construction. Under this view, the highest degree of entrenchment will occur when the verb appears in a large number of different constructions. The greater the number of different constructions in which the verb is attested, the more distributional evidence the child has to form the narrow classes of verbs which do and do not participate in certain constructions. Note that the idea that hearing the verb in a large number of constructions is also important is a modification to the entrenchment hypothesis as proposed by Braine & Brooks (1995) and Goldberg (1995), which is proposed by the present author.

Similarly, when a child hears tam used 44 times in an intransitive construction, and 44 times in a periphrastic causative construction (Brooks & Tomasello, 1999a) or 36 times in an intransitive construction and 12 times in a periphrastic causative (Brooks and Zizak, 2002) the inference that this verb cannot be used in a transitive construction is particularly strong, by virtue of the fact that the novel verb has been attested in a number of different constructions. The effect that these authors term pre-emption can, therefore, alternatively be viewed as entrenchment, or the formation of verb classes. 

When pre-emption is understood in this manner, an experimental finding which initially appears problematic for an entrenchment account is no longer incompatible with the theory. In the study conducted by Brooks and Tomasello (1999a) the no-preemption group heard each novel verb used 88 times in a transitive (or intransitive) construction, whilst the pre-emption group heard each novel verb used only 44 times in one of these constructions. Thus a greater level of entrenchment of the verb in the transitive construction would be expected to have occurred in the no-preemption group than in the pre-emption group. The results of this experiment, then, are potentially problematic for the entrenchment hypothesis, as the no-Prememption (but supposedly higher entrenchment) group actually produced more violations of the verbs’ assigned transitivity status than the pre-emption (but lower entrenchment) group. However, if uses of a verb in all other constructions (here the transitive and periphrastic causative) count as indirect evidence against the permissibility of a verb in a non-heard construction (here the intransitive) then this finding supports the proposed, modified version of the entrenchment hypothesis. Recall that the pre-emption group, in addition to hearing each novel verb used 44 times in a transitive construction, also heard each verb used a further 44 times in a periphrastic causative construction. Thus, the children whose 88 exposures to a novel verb were all in one construction produced more overgeneralizations than children whose 88 exposures to the verb were spread over two constructions. It appears, then, that hearing a verb used a number of times in a number of different constructions constitutes particularly good evidence that the use of this verb in non-attested construction is not permitted.

Under the present account, pre-emption is not wrong as such, but merely a special case of entrenchment (or the formation of narrow verb classes). Pre-emption is a special case by virtue of the discourse context in which it appears:

If a particular verb consistently occurs in a non-optimal construction in a discourse context associated with a different construction, the child may detect a mismatch between the expected (optimal) and the observed (non-optimal) constructions, and posit that the expected construction is not used with that verb. For example, the simple transitive construction is prototypically associated with the notion of direct causation. If a child repeatedly hears a verb used in a periphrastic causative construction (“The magician made the rabbit disappear”) in situations involving direct causation, the child may infer that “*The magician disappeared the rabbit” is not conventional. 

(Brooks and Zizak 2002: 4)

It is the view of this author, then, that a strong entrenchment account, incorporating a role for the number of constructions in which a verb is attested, can account for children’s acquisition of verbs’ argument structure privileges. The experiments reported in the present chapter are designed to investigate this version of the entrenchment hypothesis experimentally, using children of a sufficient age for it to be assumed that these children are already in possession of abstract transitive and intransitive constructions. Novel verbs were used to specifically investigate the number of presentations of a verb in a particular argument structure required to preclude generalisation of that verb to a different construction. 

2.0 Experiment 4: Investigating the Entrenchment Hypothesis

2.1 Introduction

The primary aims of Experiment 4 were to test the entrenchment hypothesis using novel verbs, and, if an entrenchment effect were observed, to investigate the number of presentations of a verb in a particular construction required for entrenchment to occur. Briefly, children were taught a novel verb (tam), in intransitive sentence frames only, in a high (108 presentations), medium (60) or low (12) presentation condition. In a test session, the experimenter then attempted to elicit productive uses of the novel verb in a transitive construction. The entrenchment hypothesis predicts that the greater the number of times a verb is presented in an intransitive construction, the less willing children will be to use this verb in a transitive construction. 

2.2 Method

2.2.1 Participants

54 children (21 male and 33 female) aged between 3;6 and 4;0 (M=3;9) participated in the study. The children were recruited from nursery schools in the Manchester area, were predominantly from white, middle class backgrounds, and were all monolingual English speakers. An additional 10 children were excluded for being unable or unwilling to comply with the experimental procedure during the training and/or test session. This age group in particular was chosen as previous studies have demonstrated that children of this age are capable of using novel verbs productively in transitive utterances (Akhtar & Tomasello, 1997; Brooks et al., 1999; Pinker et al., 1987, Tomasello & Brooks, 1998; See Chapter 2).

2.2.2 Materials

A novel verb tam was used to describe a novel action: that of a small animal toy (10 different animals were used) as it swung and bounced on a length of elastic hung from a small tripod. The action was chosen such that the novel verb could be construed as a member of a class of verbs specifying manner of motion (for example the class of Roll verbs (Levin, 1993), see 51.3.1 p.264), since such verbs can appear in both transitive and intransitive constructions (see Levin (1993), 1.1 p.25 and 1.1.2.1 (7) p.28). The experimenter also used a glove puppet (Mickey Mouse, Minnie Mouse or a frog) to instigate the tamming action. An agent was used to ensure that children viewed the action as transitive, encouraging the use of a transitive construction to describe the action in the test phase.

2.2.3 Design and procedure

Children were seen individually for two 15-minute sessions, one training session and one test session, on consecutive days. Before the first session, the experimenter spent some time in the classroom to allow the children to become familiar with him. Each session also began with a warm-up period in which the child was asked to name the animal toys and puppets to be used in the session. 

The experiment used a one-way between-subjects design. Children were randomly allocated to one of three groups, corresponding to the number of presentations of the novel verb (tam) in an intransitive sentence given during training: high (108 presentations) medium (60) or low (12).

At the start of the training session (Day 1) the experimenter introduced the game, with the words “this game is called tamming”, and asked the child to repeat this infinitive form, which all were able to do. For each training trial, the experimenter performed the novel action, using the Mickey or Minnie Mouse puppet as the agent, and one of the 10 animal puppets (selected at random) as the patient, and presented three sentences, each of which used the novel verb in a patient-focussed intransitive construction:

· The (cow)’s gonna tam 
(before enactment)

· The (cow)’s tamming 
(during enactment)

· The (cow) tammed 

(after enactment) 

For each trial, the experimenter asked the child “can you say that?” after one of the three sentences (selected at random) to elicit a child repetition (six children were excluded for failing to comply with this repetition procedure during training). Thus each trial consisted of three experimenter utterances and one child repetition. Children were given 36 (high), 20 (medium) or 4 (low) training trials to constitute 108, 60 or 12 presentations of the novel verb in an intransitive construction. To ensure that all children spent equal time with the experimenter (to control for fatigue effects), children in the medium and low conditions played a jigsaw game with the experimenter before beginning the training procedure.


At the start of the test session, the experimenter said “Now remember this game was called tamming, can you say tamming?” to remind children of the novel verb. The experimenter then produced a novel frog puppet, who was made to bite one of the animal characters (again, selected at random). The experimenter then asked the child “What is the frog doing?”. The vast majority of children answered using an English verb (usually bite or eat, but occasionally hit, kick, or push) in a (usually subjectless) transitive construction (e.g., biting the cow). Pilot testing revealed that this priming procedure (see Savage et al., 2003) was essential to ensure that a sufficient number of children used the transitive construction in their responses. The experimenter then performed the novel tamming action using this same animal as the patient and the frog as the agent, and, again, asked “What is the frog doing?”. This procedure was designed to maximise the likelihood that children would produce a transitive utterance with the novel verb (e.g., [he’s] tamming the cow). The experimenter then repeated this procedure for a further three priming (eating/biting action) and test (tamming action) trials. Children were excluded if they failed to produce at least one transitive construction using an English verb during the priming trials (two children) or produced four null responses (silence or “don’t know”) for the test trials (a further two children)

Both the training and test sessions were recorded, and a handwritten log was kept of the children’s utterances. For the test session, the handwritten log was compared with the tape recording: no discrepancies were found.

2.2.4 Scoring

For each training trial, the response produced by the child was classified into one of the four mutually exclusive response categories shown below:

· Novel verb transitive: Any utterance which included any form of the novel verb (tam, tamming, tammed, tams), followed by either an appropriate noun (the name of the animal patient), or an appropriate pronoun (him, her, it or that). Utterances with no subject (e.g., tamming the cow) were included.

· No-object: The child simply produced a form of the novel verb with no object (producing either a one word utterance such as tamming or an utterance containing a subject but no object such as He’s tamming).
· English verb: The child used an English verb (in any construction).
· Null: The child made no response (other than “don’t know”). Children who produced four null responses were excluded (two children).

For trials where the child produced more than one response (only five trials over the course of the whole experiment) only the first response was counted, unless the child produced a transitive utterance using the novel verb. In this case, only this second response was counted. This was to ensure that four data points were collected for each child. No child produced a periphrastic causative (helping the cow to tam), an agent-focussed intransitive (the frog is taming [where the frog tammed the cow]) or passive (the cow was/got tammed) utterance. 

2.3 Results

Table 5.1 below shows the mean number of utterances in which children used the novel verb productively in a transitive construction for each of the three experimental conditions.

Table 5.1 

Mean Number of Productive Transitive Utterances Using the Novel Verb (max=4)

	Presentation condition


	Mean
	SD

	Low (12)
	0.50
	0.98

	Medium (60)
	0.72
	1.07

	High (108)
	0.44
	0.98


A one-way ANOVA calculated to compare the three presentation conditions did not yield a significant main effect (F2,51=0.38, ns). Thus there was no evidence to suggest that increased presentation of the novel verb in an intransitive construction affected children’s willingness to produce this verb in a non-attested transitive construction.

2.4 Discussion

The results of Experiment 4 do not constitute any evidence for an entrenchment effect. One possible reason for this is that the overall rate at which children produced transitive utterances with this novel verb was extremely low. Such utterances constitute only 18% of all responses for even the most productive (medium) group. This low overall rate of productivity reduces the likelihood that any statistically significant between-group differences will be observed. It was therefore decided to conduct a second version of this experiment with modifications designed to drive up the overall number of transitive utterances produced with the novel verb.

3.0 Experiment 5

3.1 Method

3.1.1 Participants

Participants were 38 children (22 male and 16 female) aged between 3;6 and 4;0 (M=3;9). The children were recruited from nursery schools in the Manchester area, were predominantly from white, middle class backgrounds, and were all monolingual English speakers. An additional six children were excluded for being unable or unwilling to comply with the experimental procedure during the training session (two children) or because they were absent for the test session (four children).
3.1.2 Materials, design and procedure

This experiment utilized the same design and materials as Experiment 4. The procedure for the warm up and first (training) session were also identical to that used previously. The only difference between the two studies was the procedure for the test session. 

Having re-introduced the novel verb, and elicited a child repetition (“this was called tamming, can you say tamming?”) the experimenter then conducted a new priming procedure, designed to ensure that the transitive construction was maximally primed. For each of six English verbs (eat, hit, drop, push, hold and throw), the experimenter performed the relevant action with the puppets and said  “The frog’s eating him. He’s eating him”, then (in every case successfully) elicited one repetition of this sentence from the child. Object pronouns rather than full NPs were used to prime a lexically specific schema (The frog’s [VERB]ing him) which children could use to produce a novel transitive utterance with the novel verb (The frog’s tamming him) during test trials (see Savage et al., 2003; Childers & Tomasello, 2001). After the six priming trials, the experimenter conducted four test trials, identical to those for Experiment 4. After each test trial (except the last), the experimenter elicited a repetition of the form tamming (“remember this was called tamming. Can you say tamming?”) to remind the child of the name of the verb. No priming trials were presented in between test trials. Children’s responses were recorded and scored in the same way as for Experiment 4. 

3.2 Results

As Table 5.2 shows, these modifications were successful in increasing the overall number of transitive utterances using the novel verb produced by the children.

Table 5.2 
Mean Number of Productive Transitive Utterances Using the Novel Verb (max=4)

	Presentation condition


	 N
	Mean
	SD

	Low (12)
	13
	1.23
	1.69

	Medium (60)
	13
	1.53
	1.66

	High (108)
	12
	1.50
	1.73


However, these modifications did not result in a significant main effect for presentation condition (F2,35=0.13, ns). Thus the results of Experiment 5 do not provide any support for the hypothesis that increased presentation of a verb in a particular argument structure construction demonstrates to the child that the use of that verb in non-attested constructions is not permitted in the adult grammar.
3.3 Discussion

In the light of the findings of Experiments 2 and 3, which investigated the distributed learning effect, this null finding is not particularly surprising. Experiments 2 and 3 (and Schwartz & Terrel, 1983; Childers & Tomasello, 2002) demonstrated that the key determinant of learning is not the number of presentations of a novel form per se, but the number of different days on which at least one presentation is given. Assuming that entrenchment is another form of learning that is subject to the distributed learning effect, since each group heard tam presented in an intransitive construction for two different sessions, it might be expected that a similar level of entrenchment should operate for all groups. Another problem with the design of Experiments 4 and 5 was that all children were reminded of the novel verb on the test day (though only in a neutral presentation construction). Thus it could be that both the novel verb and the transitive construction were highly primed at the test session for all children, rendering the training session manipulation irrelevant. These issues were addressed in a third version of the present study.

4.0 Experiment 6

4.1 Method

4.1.1 Participants

26 children (8 male and 18 female) aged between 4;6-5;0 (M=4;9) participated in the study. Older children were used for this study, because it was felt that the inherent conservativism of younger language learners (see the studies discussed in Chapter 2; and Tomasello, 2000; 2003) may have been responsible for the failure of many children in Experiments 4 and 5 to generalise the novel verb to a non-attested construction. To demonstrate entrenchment, it is necessary to show that children DO generalise the novel verb to non-attested constructions at a reasonable rate unless they have heard the verb used many times in a particular construction. The children were recruited from nursery schools in the Manchester area, were predominantly from white, middle class backgrounds, and were all monolingual English speakers. Four children were excluded, as they were absent for one or more of the training or test sessions. 

4.1.2 Materials

This experiment used the same materials as the two previous studies.

4.1.3 Design and procedure
The design for the experiment was altered slightly in that children were split into two, as opposed to three, experimental groups, corresponding to low (4 presentations of tam in an intransitive utterance) and high (16 presentations) respectively. As discussed above, the presentation of an extremely large number of sentences in a session would seem to be irrelevant to the process of entrenchment. 

In previous designs, the hypothesised entrenchment effect was confounded with a simple learning effect: That is, children in the low group, for example, heard not only the fewest presentations of tam in an intransitive construction, but also the fewest presentations of tam per se. Thus although the entrenchment hypothesis would predict that this low group would be most productive with the novel verb, a simple learning hypothesis, such that children have to hear a verb a certain number of times before it is acquired for (productive) use, would make the opposite prediction. Another modification for Experiment 6, then, was that all children heard 16 presentations of the verb form tamming (only the present progressive form was used in Experiment 6). The experimental manipulation was that the low presentation group heard only four presentation of the verb in an intransitive construction (“the cow is tamming”), with the remaining 12 presentations using a neutral form (“this is called tamming”). The high presentation group heard 16 intransitive sentences. All children repeated all 16 sentences produced by the experimenter. For the warm up, children repeated four intransitive sentences.

It was argued above, and in Chapter 4, that the key determinant of learning is not the number of presentations of a novel form per se, but the number of different days on which at least one presentation is given. For Experiment 6, training was spread over four sessions on consecutive days. The high presentation group heard four intransitive utterances using the novel verb each day. The low presentation group also heard four utterances using the novel verb each day. However, on days 1 and 3 these four utterances all used the neutral presentational construction “this is called tamming”. On days 2 and 4, two utterances used this construction, and two used the intransitive construction “the cow is tamming”. 

In a sense, these two modifications (varying the presentation constructions and spacing thereof between groups) confound each other, in that in the event of an entrenchment effect being observed, the relative contribution of each would be unclear. The modifications are designed simply to ensure that the intransitive + tam construction is learned better by (is more entrenched for) the high group that the low group, but that the novel verb itself is learned equally well by both groups. The precise contribution of the distributed learning effect to the process of entrenchment, whilst interesting, is not our chief concern here.

Another problem with the design of Experiments 4 and 5 was that the transitive construction was extensively, and perhaps excessively, primed during the test session. Thus it may have been the case that between-group differences were not observed because the extensive priming procedure meant that all children, regardless of their training group, were coerced into producing transitive utterances using the novel verb at test (perhaps against their better judgement). For Experiment 6, the experimenter presented two priming trials using English verbs (drop, bite, push, pull, touch, hit, move or kick) at the end of each daily training session, but not during the test session. As before, the priming trials were enacted using the character who was to serve as the agent in the test trials (the frog), and not the character who served as the agent for the training trials (Mickey or Minnie Mouse). This time, priming trials used full NPs (the pig or the sheep) as opposed to pronouns. This was also to reduce the extent to which children were encouraged to use a transitive construction in the test phase, thus unmasking potential between-groups differences.

To summarise then, the low presentation group heard four presentations of tam in an intransitive utterance, spread over two sessions, whilst the high presentation group heard 16 presentations of tam in an intransitive utterance, spread over four sessions (all children heard the verb form tamming 16 times, spread over four sessions). Children also heard two priming trials using English verbs at the end of each of the four daily training sessions. The training procedure is summarised in Table 5.3:
	Table 5.3

Training procedure for Experiment 6



	
	low (4 x Tam + Intrans)
	high (16 x Tam + Intrans)

	Day 1
	This is called tamming

This is called tamming

This is called tamming

This is called tamming

The frog is dropping the pig

The frog is biting the sheep
	The mouse is tamming

The dog is tamming

The bear is tamming

The bird is tamming

The frog is dropping the pig

The frog is biting the sheep

	Day 2
	This is called tamming

The (cow) is tamming

This is called tamming

The (cow) is tamming

The frog is pushing the pig

The frog is pulling the sheep
	The mouse is tamming

The dog is tamming

The bear is tamming

The bird is tamming 

The frog is pushing the pig

The frog is pulling the sheep

	Day 3
	This is called tamming

This is called tamming

This is called tamming

This is called tamming

The frog is touching the pig

The frog is hitting the sheep
	The mouse is tamming

The dog is tamming

The bear is tamming

The bird is tamming

The frog is touching the pig

The frog is hitting the sheep

	Day 4
	This is called tamming

The (cow) is tamming

This is called tamming

The (cow) is tamming

The frog is moving the pig

The frog is kicking the sheep
	The mouse is tamming

The dog is tamming

The bear is tamming

The bird is tamming 

The frog is moving the pig

The frog is kicking the sheep


Note. The child repeats every sentence produced by the experimenter. Note that, within each daily session, the order of presentation of the sentences (and the selection of the animal toy where applicable) is randomized
The test session immediately followed the final priming trial on Day 4. At the end of the training session, each child had just repeated an utterance such as “the frog is kicking the sheep”. The experimenter then simply performed the tamming action, using the frog as agent, and said “and now what’s happening?”. Children were well practiced at describing the actions of the frog using a transitive construction, and had done so only a second or two before. Thus the experimenter did not need to ask a question such as “What’s the frog doing?” which, it was felt, had, in Experiments 4 and 5, encouraged the production of one-word responses such as tamming. Two test trials were conducted in this way, with no intervening material. Children’s responses were scored in the same way as for Experiments 4 and 5. Four children were excluded due to absence, but no children were excluded for failure to repeat the experimenter during training, nor for producing two null utterances at test.

4.2 Results

Table 5.4 below shows the mean number of utterances in which children used the novel verb productively in a transitive construction for each of the two experimental conditions.

	Table 5.4 

Mean Number of Productive Transitive Utterances Using the Novel Verb (max=2)



	Presentation condition
	N
	Mean
	SD

	Low (4 x tam + Intrans)
	13
	0
	0

	High (16 x tam + Intrans)
	13
	0.54
	0.51


A one way ANOVA revealed that children in the high presentation condition produced significantly more transitive utterances using the novel verb than did children in the low presentation condition (F1,24=14.0, partial η2=0.27, p=0.001).


As Table 5.4 shows, children in the low presentation group did not produce any novel transitive uses of the novel verb. Table 5.5 shows the utterances that these children (and those in the high group) did produce when they did not produce a transitive utterance. 

	Table 5.5 

Mean Number of Utterances for Each of the Non-Target Categories (max = 2). Standard deviations are shown in brackets



	Presentation condition
	N
	Tam

no-object
	English verb
	Null responses

	Low (4 x tam Intrans)
	13
	0.38 (0.77)
	1.46 (0.78)
	0.15 (0.38)

	High (16 x tam Intrans)
	13
	0.85 (0.56)
	0.62 (0.65)
	0 (0)


A one-way ANOVA revealed that children in the low group produced more utterances using an English verb than did children in the high group (F1,24=9.10, partial η2=0.27, p=0.006). Comparisons for the other two non-target categories did not reach statistical significance (Tam no-object F1,24=3.08, n.s; Null responses F1,24=2.18, n.s). 
A final one-way ANOVA compared the two experimental groups with regard to the number of utterances in which children used any form of the novel verb tam, whether in a transitive sentence or not (i.e., summing together responses from the transitive and no-object response categories). Children in the low group (M=0.38) produced significantly fewer utterances using the novel verb in any utterance than those in the high group (M=1.38; F1,24=12.83, partial η2=0.35, p=0.002).

4.3 Discussion

The entrenchment hypothesis predicts that children who heard the novel verb tam used 16 times in an intransitive construction should be less likely than children who heard this verb used four times in an intransitive construction to use this verb productively in a transitive construction. In fact, a significant effect in the opposite direction was observed: The more often children heard tam used in an intransitive construction, the more willing they were to use this verb in a transitive construction. 


The reason for this would appear to be that the high group learned the verb tam better than the low group per se. Not only did the high group produce more transitive utterances using tam than the low group, they produced more utterances using tam altogether. The low group simply did not seem to learn the novel verb, and instead used familiar English verbs (mostly swing, but sometimes throw).

It is not easy to see why the high group, but not the low group, should have learned the novel verb. Recall that for this experiment (unlike Experiments 4 and 5) all children heard 16 presentations of the verb form tamming. All that differed was the sentence frame that this form occurred in: always The [X] is tamming for the high group, but sometimes This is called tamming for the low group. This would seem to suggest that presentation of the novel verb in the frame this is called [X]ing does not demonstrate to children that the novel item is indeed a verb. This, however, would seem unlikely. Akhtar and Tomasello (1997) specifically investigated the concern that presenting a verb in a syntactically neutral frame does not provide sufficient evidence that the form is a verb. As reported in Chapter 2, these authors found that eight out of ten children aged 3;8 were able to produce a novel verb in a transitive utterance, having heard it presented only in a syntactically neutral frame extremely similar to that used in the present study (Look what Ernie’s doing to Big Bird! It’s called meeking!) It is difficult to see why the (older) participants of the present study did not do this, especially given that they additionally heard the verb modelled in intransitive constructions on two separate occasions. Perhaps there is some crucial difference between the frame used in the present study, and that of Akhtar and Tomasello (1997), with the latter frame highlighting, to a greater extent, the transitive nature of the action (and, hence, the potentially transitive meaning of the verb).


Another explanation could be that evidence that a particular item is or is not a verb is probabilistic rather than all-or-nothing. Perhaps presentation of an item in the construction this is called [X]ing constitutes only weak evidence that the item is a verb. After all, only the –ing morpheme distinguishes this construction from one which could be used to introduce an activity or any other noun (this is called [X]). The use of this frame could also explain why children in the low condition produced no transitive utterances with the novel verb. When this construction is used to introduce verbs, these verbs are perhaps more commonly intransitive (e.g., this is called swimming/running) than transitive (e.g., this is called hitting/kicking), as it sounds rather odd to introduce a transitive verb with no object in this construction. By comparison, presentation of an item in the appropriate slot of an intransitive construction constitutes excellent evidence that the item is a verb. 

The children in this experiment were, at 4;6 and above, relatively old. The findings of Brooks and Tomasello (1999a) and Brooks and Zizak (2002) suggest that children of this age are typically in possession of some kind of semantic verb classes. If this is the case for these children, then presentation of a novel verb denoting an action similar to bounce, in an intransitive construction constitutes good evidence that the novel verb, like other members of this class (such as bounce, roll etc…), can also appear in a transitive construction. If children were generalizing solely on the basis of semantic properties of the verb, then this would explain the lack of any entrenchment effect. 
However, if children were generalizing on the basis of pre-existing semantic verb classes, one might expect that they would produce a greater number of utterances using the novel verb in a transitive construction than were in fact observed (around 25% of all utterances for the high group). In addition, Theakson’s (2004) finding for adults demonstrates that entrenchment effects do not stop when language learners reach a certain age. Thus it would not seem that the null finding of the present experiment can be attributed solely to the children involved being too old. 

Another possibility which must be considered, of course, is that the entrenchment hypothesis is simply not correct. After all, three versions of this experiment have failed to demonstrate such an effect. This conclusion would seem premature though, given that both Brooks et al. (1999) and Theakston (2004) have already provided experimental demonstrations of the entrenchment effect with English verbs, for both children and adults. 

5.0 Conclusion

The results of this experiment are extremely difficult to interpret. Perhaps the most important conclusion that can be drawn is methodological. It is clear that presentation of a novel verb in a “syntactically neutral” construction such as this is called [X]ing is neither genuinely neutral – providing no information at all about the syntactic status of the novel item – nor, on the other hand, a reliable cue demonstrating that the item is a verb. 

Because the studies reported in this chapter have failed to find an entrenchment effect, it has not been possible to test a novel hypothesis proposed by the present author: That presenting a verb a large number of times in a number of different constructions provides particularly strong evidence that the verb may not appear in non-attested constructions. Since previous studies have provided good support for the entrenchment hypothesis, it will surely not prove impossible to demonstrate this effect experimentally with novel verbs. Future work must focus on finding a more successful experimental paradigm. Only when such a paradigm has been established can researchers begin to look at the many factors which may influence entrenchment, including the number of different constructions in which the verb appears, and the temporal distribution of potentially entrenchment-inducing exemplars. 

Further implications of, and future work deriving from, Experiments 4-6, and the other experiments presented in this thesis, are discussed in the following, concluding chapter. 

Chapter 6: Discussion


Chapter 1 introduced generativist accounts of language acquisition. It was concluded, on both empirical and theoretical grounds, that such accounts are fatally flawed. Chapter 2 introduced an alternative, constructivist account of language acquisition (Tomasello, 2003) which, it was argued, provides a much more coherent account of the data. Chapter 3 reported the results of an experiment designed to test the predictions of the two theoretical approaches with respect to children’s acquisition of non-subject wh- questions (Experiment 1), and concluded that only a constructivist account can potentially explain the pattern of data observed. Experiments 2 and 3 (Chapter 4) were designed to investigate a rather underspecified aspect of the constructivist account: the factors that influence the formation of syntactic construction schemas. These studies demonstrated that the temporal distribution of instantiations of the construction was one such factor, and thus provided further support for a single process, general-learning-mechanisms account. The experiments reported in Chapter 5 (Experiments 3-6) were designed to investigate how, having formed construction schemas, children learn to restrict their use to grammatically appropriate items. In this final chapter, theoretical implications, potential problems and refinements, and suggested future work arising from each of the six experiments are discussed. I conclude this discussion by considering the overall implications of this set of findings on the major theoretical question concerning language acquisition.

1.0 Experiment 1: Wh- Questions


Experiment 1 investigated children’s acquisition of non-subject wh- questions, as a test of movement-based versus construction-based accounts of language acquisition. Children’s uninversion errors and correct questions were shown to pattern according to the wh- operator, the auxiliary type, the auxiliary subtype and combinations thereof.
1.1 Conclusions and theoretical implications


Contrary to the predictions of generativist, movement-based accounts in general, children displayed different uninversion rates for different lexical auxiliary subtypes (e.g., copula is vs copula are) whilst the production of correctly formed questions was additionally shown to vary by number (i.e., 3sg vs 3pl). All generativist theories, by their very nature, explain the formation of questions (and other syntactic structures) in terms of the application of rules that are blind to lexical content operating on categorical variables (in this case wh- operator, SUBJECT, and AUX). In their strongest form then, generativist accounts cannot explain different error rates for grammatical items that are instantiations of the same underlying category, whether this is category is lexical or functional (see Wilson 2003, and discussion thereof in Chapter 1).

In practice, some generativist accounts do admit the possibility of a role for lexical content. For example, Rice, Wexler and Hershberger (1998) find different rates of TNS marking with the copula, auxiliaries and main verb past tense forms. Although these different items are not acquired at the same time, since each appears to show a similar developmental trajectory, Rice et al. (1998) argue that these findings are consistent with an optional infinitive account of language development (see Chapter 1).


Whilst this weakened generativist account can accommodate differences between error rates for different grammatical items that are instantiations of the same underlying functional category, it still cannot explain differences between subtypes of particular individual lexical items. Thus the observed differences in uninversion/correct question rates between copula is/are and auxiliary does/do are incompatible with even this weakened generativist account. An important theoretical implication of the findings of Experiment 1, then, is that rule-based accounts of acquisition that do not include a role for lexical content (at the lexical subtype level) cannot explain the uneven pattern of language development shown in children.


It was further argued that the pattern of results observed is, in principle, more compatible with construction-based accounts of acquisition. The observation that children were largely able to produce well-formed questions for certain combinations of wh- operator and lexical auxiliary (e.g., why is [aux]) but not others (e.g., how are [cop]) suggests that children form questions around particular lexical chunks which they have learned from their input. The theoretical implication, then, is that even for relatively complex constructions such as non-subject wh- question constructions, children initially operate with low level, lexically specific schemas, and only gradually form more abstract constructions. 


The findings of Experiment 1 potentially have a further related, and far-reaching, implication. If children’s acquisition of wh- questions is better explained by construction-based than movement-based accounts of language acquisition, then it would seem logical to assume, for reasons of parsimony, that a construction-based account also offers the best description of these phenomena in the adult-grammar. The implication is, then, that construction grammars (e.g., Croft, 2001) can offer a better explanation of linguistic competence than grammars that include a role for syntactic movement (e.g., Chomsky, 1993). 

1.2 Potential problems and refinements


The finding that is most damaging for generativist accounts is that children made different numbers of errors with different lexical subtypes of the same auxiliary (e.g., is vs are). It is sometimes argued that such findings could simply be the consequence of children having yet to learn particular lexical forms. Such an argument cannot be applied in this case, however, since the experimenter supplied the appropriate lexical auxiliary form three times before each question was produced (and, in any case, it would seem unlikely that children aged 3;6 and above would not have acquired the relatively common forms used here). 


A more reasonable objection is that, in the case of auxiliary DO, the experimenter’s supplying the auxiliary in the “untransformed” declarative utterance (Minnie doesn’t like the frog. I wonder who she does like. Ask the dog who she does like) might have confused the children, since DO is not normally present in such utterances (DO was included to ensure parity with the other auxiliaries, and to provide a relatively pure test of movement, since children would not have to access the lexical form required in memory). Although the context ensured that the inclusion of does in the utterance (as a contrast with doesn’t) was legitimate, it would indeed seem to be the case that the inclusion of DO did confuse the children somewhat. Of the 10 questions that displayed the highest rate of auxiliary doubling errors (e.g., what do they do want?), six involved auxiliary DO. Under a generativist account, this error might have occurred particularly frequently with DO questions because children were attempting to produce a question by transforming the underlying declarative sentence in the normal way; that is, inserting an additional DO in the process of DO-support (e.g. [I wonder] who she does like ( who does she does like?). However, children also frequently made this mistake with copula are (who are they are? and how are they are?), even though this form is present in the untransformed utterance (e.g., These are mice but I’ve forgotten their names. I don’t know who they are. Ask the dog who they are). To investigate this possible objection, a future study could include a condition in which DO is not supplied by the experimenter (e.g., I wonder who Minnie likes. Ask the dog who Minnie likes). If the experimental paradigm used here did exaggerate children’s difficulties with auxiliary DO, it may prove to be the case that, contrary to the theories of Stromswold (1990) and Santelmann et al. (2002), the formation of non-subject wh- questions with DO is not particularly problematic for young children. 


A related objection to the interpretation of the results presented here is that the accounts of Stromswold (1990) and Santelmann et al. (2002) are, to a large extent, supported by the data. As predicted by these theories, children did produce the most uninversion errors for copula BE and, to a lesser extent, auxiliary DO. However, counter to the predictions of these accounts, children’s problems with copula BE and auxiliary DO were not across the board, but differed according to the particular wh- operator with which they were combined. 


For example, the relatively high overall uninversion rate for Copula BE (32%) hides considerable variation. Whilst the combinations of what+COP BE, who+COP BE and how+ COP BE all occurred uninverted on over 38% of occasions, why+COP BE, at 5%, showed a lower uninversion rate than all but one wh- operator + auxiliary combination. Although this was, in a sense, “caused” by low overall uninversion rates for why, the identity of the wh- operator has no role in Santelmann et al.’s (2002) theory, whilst Stromswold (1990) actually predicts that why, as an adjunct operator, should attract a particularly high uninversion rate. Note that neither theory can build in any mechanism which explains the low error rate for why that would not also predict a low error rate for how, which, in fact, does not differ significantly from that observed for what or who. The reason for this is that, since both are adjunct wh- operators, they are formally identical, and thus identical to the generative grammar which forms sentences. As noted in Chapter 3, generativist theories, by their very nature, cannot predict any differences between members of a functional category unless those members differ formally (e.g. copula BE which inverts, and other main verbs that do not). 


One final objection is that the particular constructivist theory which, it is argued, is supported by the results (Rowland & Pine, 2000), does not, in fact, correctly predict the pattern of uninversion and inversion observed. Contrary to the prediction of this account, the wh- operator + auxiliary combinations that children used in their correct questions were no more frequent in a representative input sample than the combinations that children failed to use. This finding is perhaps surprising, given that Rowland and Pine (2000) found that input frequency of particular wh- operator  + lexical auxiliary chunks was an excellent predictor of the pattern of uninversion and errors in data from Adam (Brown, 1973). One possibility, of course, is that this input sample was not representative of the input received by the participants of the present study. Ideally, future research should combine naturalistic data and experimental methods using a single set of subjects to address this issue, and the issue of the relative reliability and validity of different paradigms in general.


Another possible explanation could be that wh- operator + lexical auxiliary is too narrow a definition of the frames which the child extracts from the input. Perhaps children initially acquire particular wh- operator + lexical auxiliary + subject chunks and cannot, in fact, substitute different subjects. Indeed, Rowland and Pine (2000) suggest that Adam acquired only a why don’t you formula (and not a subject-general why don’t X formula) to explain the finding that the combination why + don’t, despite being of higher frequency in the input sample than all but three of the remaining 48 wh- operator + lexical auxiliary combinations, was produced in uninverted form more often than any other combination. Furthermore, much recent research (Pine & Lieven, 1993; Jones et al., 1999; Childers & Tomasello, 2001) has highlighted the importance of early frames based around highly frequent subjects, chiefly pronouns, but also nouns such as Mummy or the child’s own name.

As an illustration from the present study, consider the case of the wh- operator + lexical auxiliary combination What is (COP). Although this combination was one of the most frequent in the representative input sample (48 tokens, plus 205 of What’s…), it attracted the highest rate of uninversion of any combination produced in the experimental study (57%). However, the vast majority of utterances in the input sample that used this combination were of the form “What is it?” or “What is that?” with no occurrences of “What is she?” - the question children were required to produce in the experimental study. It may very well be the case then that, initially at least, children have difficulty substituting different subjects into wh- operator + lexical auxiliary + subject chunks that they have learned from their input. A related possibility, then, is that combinations that occur with very high frequency are stored as rote-learned chunks and do not contribute towards the formation of a more general schema, possibly even in the adult grammar (see Bybee and Schiebmann, 1999, on the case of “I dunno”). 


Additionally, recent research suggests that input frequency cannot be the sole predictor of the frames or schemas that children abstract from their input (see Chapter 2, Section 7.1). For example, Theakston et al. (in press), in a naturalistic data analysis of auxiliary acquisition, found that the forms you’re and you’ve, although by far the most frequent subject + auxiliary combination in children’s input, were typically acquired later than other, less frequent combinations (e.g., I’m). One possibility discussed by these authors is that children are more eager to talk about themselves than a discourse partner, and, consequently preferentially abstract the first person frames (see Chapter 2, Section 7.1 for a discussion of further factors that influence the construction-formation process). Thus the present study adds to a growing body of work which highlights the need for more sophisticated constructivist models which can explain which items come to act as frames or constructional islands in the child’s grammar in terms of factors other than simple token frequency.


It is also possible that the participants may have already formed some kind of categorical schema for wh- questions. Indeed, the children who participated in the present study were aged around 4;0, and the consensus in the literature (see Chapter 2) is that children begin to form some abstract schemas (at least for simple transitive and intransitive utterances) from around age 3;0. It is likely, then, that at least some children had moved beyond lexically specific wh- operator + auxiliary schemas, but had not yet formed a fully abstract non-subject wh- question construction. Thus participants may have come to the task with pre-formed, partially abstract schemas built around certain wh- operators, auxiliary forms, subjects, morphological markers on the verb, or any combination thereof; and these schemas may well have differed between children. It is perhaps unsurprising, then, that the data do not show any clear pattern at the wh- operator + lexical auxiliary combination level. A replication of Experiment 1 using younger participants (a mean age of 3;0, for example) would address this concern.


The discrepancy between the age of the children studied experimentally and those to whom the input sample was directed is also potentially problematic. Many wh- operator + auxiliary combinations which children did produce successfully were unattested or appeared only once or twice in the input (e.g. why can, who can).  Perhaps questions that are conceptually more complex, such as why can... are more frequent in speech addressed to older than younger children. The mean ages of the children in the present naturalistic data and experimental studies were 4;1 and 2;10 respectively. Children’s success with such combinations in the experimental study would seem to indicate that these forms are present in the input at some stage, and it would be desirable to repeat this analysis with a corpus of speech directed to older children. Unfortunately, there is somewhat of a dearth of sufficiently large and dense corpora of speech directed to children of a more appropriate age.

Although all these putative explanations are rather speculative, it is important to stress that, of the theories considered here, only a constructivist approach has even the potential to explain the pattern of uninversion errors and correctly formed wh- questions found in Experiment 1. Whilst Rowland and Pine’s (2000) theory in its current form does not explain the data, the generativist theories considered can not explain the data, since, by their very nature, they implicitly rule out a factor – the specific lexical subtype of the auxiliary – according to which uninversion errors and correctly formed questions have been shown to pattern.

1.3 Additional future work

In addition to the refinements suggested in the previous section, a future version of this experiment should investigate other factors which would seem to influence the wh- questions which children produce in uninverted and inverted form. Many analyses of naturalistic data (including Rowland & Pine, 2000) have found that uninversion errors are particularly prevalent with negated auxilaries (e.g., why I can’t do that?, Why he doesn’t want it?). Indeed, Van Valin (2002) specifically predicts that children will make more errors with negated auxiliaries. Under this theory, children (and adults) invert by placing the element that is marked for tense (here, the auxiliary) core-externally (here, before the subject). More errors are predicted for negatives, because tense marking is less clear on negated forms, for which the tense-bearing morpheme is not in the salient final position (which is occupied by the negating -n’t morpheme). 


As discussed in Chapter 5, contracted auxiliary forms also seem to have some special role in question formation, as they seem more apt to be learned as part of a chunk than full forms. Future research using a similar paradigm could seek to elicit contracted and uncontracted auxiliary forms for the same question, to specifically examine this possibility. It was also suggested, in the previous section, that some chunks that children extract from their input may contain a subject in addition to a wh- operator and auxiliary. Again, it would be interesting to investigate this possibility in future research by attempting to elicit questions that use chunks which are highly frequent (e.g., what are you…?) and less frequent (e.g., what are they…?), and have different pronoun subjects. 


Each of the generativist theories evaluated in Chapter 3 makes predictions about classes of items (auxiliaries, modals) in general, and not individual lexical items. In Experiment 1, in order to produce a workable design, only one “normal” (i.e., not the dummy auxiliary DO) auxiliary (BE), and one modal (can) was used. It would be interesting to see whether uninversion and correct question rates differ between auxiliaries (e.g., BE vs HAVE) or modals (can vs should), as this would constitute further evidence against rule-based accounts, which operate on variables and not on individual lexical items. 


One particularly important, and perhaps surprising, outcome of this study was that its findings were, in many respects, rather different to comparable findings from naturalistic data. In order to build a model of the acquisition of non-subject wh- questions, it is clearly important to determine precisely the pattern of data that such a model must explain. More generally, this study raises the question of whether either elicited production or naturalistic data alone can provide reliable information about a linguistic phenomenon, when they may produce different results. To address the issue, it would be desirable to conduct a study in which both paradigms are used with the same participants. Since this may not be feasible, an alternative would be to conduct a study using the paradigm of Experiment 1, but attempting to elicit particular question forms which we know to be produced either (a) mostly in inverted form or (b) mostly in uninverted form in naturalistic data from comparable children.


Finally, the paradigm developed for the present study could be used to investigate the acquisition of other types of questions such as yes/no questions (e.g., did Minnie see the frog?) or questions involving so-called long distance wh- movement with a gap (e.g., Whoj did Minnie give the ball to j). In each case, specific predictions made by generativist theories (eg: Santelmann, 2002; Van der Lely & Battell, 2003) could be tested against experimental data.

2.0 Distributed Learning and the Formation of an Abstract Construction Schema


Experiments 2 and 3 showed that, compared with a massed presentation schedule (10 sentences presented in a single session), a distributed presentation schedule (two per day for five days, or one per day for 10 days) significantly facilitated children’s acquisition of a complex syntactic construction, as evidenced by their use of this construction with novel verbs.

2.1 Conclusions and theoretical implications


In Chapter 5, it was argued that the results of Experiments 2 and 3 support single as opposed to dual-process accounts of language acquisition. Under single-process accounts, a single set of domain-general learning and cognitive processes is used to acquire individual lexical items, and both irregular and regular grammatical constructions. These experimental findings also have theoretical implications for various other theories and proposals, which are discussed in this section.

2.1.1 Implications for maturational and other generativist accounts


First, these findings have implications for generativist, movement-based accounts of language acquisition that appeal to the notion of maturation (e.g., Wexler, 1996; Borer & Wexler, 1987). Under a generativist approach, object cleft sentences (like wh- questions; see Chapter 3) are transformed from simple declarative sentences using syntactic movement rules. (1) shows the original untransformed sentence, whilst (2) shows the (simplified) transformed sentence.

(1) [IP [I] [VP [NP the thief] [V’ [V chased] [NP the artistj]]]]
(2) [IP it was [NP the artistj [CP thatj,i [IP the thief chased ti]]]]

(Analysis adapted from Thompson, Shapiro, Swathi and Sobecks; 2003: 593)
Generativist theories must explain how children come to acquire syntactic movement. Borer & Wexler (1987) propose a maturational hypothesis. Whilst initially able to move syntactic elements into non-argument positions (for example into CP, as in the formation of wh- questions) children are not able to assign theta roles (see Chapter 1) to elements moved into argument positions (e.g., subject or object position). For the example shown above, children would not be able to move the NP the artist into the subject position whilst assigning to it the patient role. To assign theta roles to elements moved into argument positions, children must form so-called argument chains (A-chains). Borer & Wexler (1987) write:

[the child] is not equipped with the machinery that will enable…her to assign that theta-role non-locally, utilizing an A-chain .The machinery matures at a later stage (p.149, emphasis added)
The findings of Experiments 2 and 3 cast doubt on such a maturational hypothesis, and on maturational hypotheses in general. These findings would imply that this “machinery” had matured for children in the distributed conditions, but not for children of the same age in the massed condition. Whilst it would weaken the claims of the maturation hypothesis, it could be argued that maturation may be accelerated by presentation of a particular syntactic structure. Even under this argument, it is not clear, though, why the temporal distribution of these presentations should affect maturation. Whilst, of course, a role for temporal distribution could be built into such an account, a “maturational” account which has to take into consideration such minutiae of the environment would no longer seem to have a sufficient maturational component to be worthy of the name. 


Neither can parameter-setting accounts explain the differential ability of the two experimental groups to acquire a productive object cleft construction. Although no such parameter has yet been proposed, in theory one could posit a parameter which would allow children to form such structures. Under parameter-setting accounts, though, the child sets a parameter on the basis of evidence in the linguistic input. It is not easy to see why a child would set a parameter based on 10 exposures to a certain structure when those exposures were spread over 5 or 10 days, but not when they were presented all at once. Of course, it would not be impossible in principle for a parameter setting account to build in a role for the temporal distribution of linguistic evidence. But such a role would be precisely that: built in; an ad-hoc independently unmotivated assumption included to explain some new data. By contrast, the distributed learning effect follows naturally from the claim that general cognitive processes such as schematization and analogy, which have been shown to occur for both words (Childers & Tomasllo, 2002) and non-linguistic stimuli (Markman & Gentner, 1993), underlie language learning.


In summary, given the findings of Experiments 2 and 3, it is almost impossible to conceive of a generativist account of the acquisition of the abstract object cleft construction that would not make such concessions to the role of the child’s linguistic input as to render it extremely difficult to distinguish from a usage-based, constructivist account. These studies, then, in common with Experiment 1, suggest that generativist accounts simply cannot explain the pattern of child language acquisition displayed. 

2.1.2 Implications for a construction-based account of language acquisition and the effect of construction token frequency

Experiments 2 and 3 represent the first empirical demonstration of the formation of a syntactic construction with abstract slots on the basis of exposure to a number of wholly substantive instantiations of that construction. Many studies, summarised in Chapter 2, have demonstrated that from a certain age (around 3;0) most children have some kind of abstract representation of a transitive [SUBJECT [VERB] [OBJECT] construction as evidenced by (1) the ability to assimilate nonce verbs into that construction (2) the ability to correct weird word order sentences to canonical order, and (3) susceptibility to structural priming. Tomasello (2003) argues that children have formed this abstract construction “presumably…on the basis of hearing repeated instances of highly similar utterances with the appropriate type and token variation” (p.125). Until the present study, this has remained a presumption. Since the construction trained in this study was, almost certainly, entirely novel to the children concerned, this study has demonstrated that this procedure can, indeed, operate as Tomasello’s (2003) theory assumed that it must. 

Although token frequency of the construction was not manipulated as a variable, the present experiments are probably the first in which children were taught a construction of which they had had (perhaps) no prior experience. These experiments, then, provide some evidence as to the number of construction tokens (and types) required for that construction to be abstracted. Since no main effect of type frequency was observed, it would seem fair to conclude that children aged 4-5 are able to abstract a syntactic construction from as few as 20 tokens and 2 types (and that those aged 3-4 are able to do with 20 tokens constituting 10 types). Of course, an important implication of the present study is that questions such as “how many types and tokens does a child require to abstract a construction or variable?” are over-simplistic, as an equally crucial determinant of construction learning is the temporal distribution of those tokens.

2.1.3 Implications for theories of word-learning

The findings of Experiments 2 and 3 suggest that, contrary to the claims of the dual-process approach, word-learning and construction-learning are really a single process operating on a different scale. This conclusion is not altogether surprising. In a highly inflected language such as Polish, where every noun consists of a stem plus a morphological marker, each noun can be viewed as a partially abstract (morphological) construction. Furthermore, in agglutinating languages (such as Turkish, Finnish or Hungarian) a single word, consisting of two or more variable elements (denoting participants, number, aspect and so on), may perform the same function as an argument structure construction in English. The observed distributed learning finding, then, lends support to the construction grammar claim that the traditional division between the grammar and the lexicon is untenable (Langacker, 1987; Bates & Goodman, 2001).
Children are able to acquire novel words and their referents extremely quickly and with apparent ease, even in the face of Quine’s (1960) problem of referential indeterminacy. Indeed, children are often able to learn a word after a single exposure (fast mapping: Carey, 1978). To account for this ability, several authors have proposed special constraints or assumptions that the child brings to the task. Examples include the mutual exclusivity constraint (that each referent has only one label, Markman & Wachtel, 1988), the taxonomic constraint (that words label taxonomic rather than thematic classes, Markman & Hutchinson, 1984) and the whole object constraint (that a word labels a whole object rather than one of its parts or properties; Markman & Hutchinson, 1984). Waxman and Booth (2000) argue that certain of these “principles…are invoked in the acquisition of words, but not facts” (p.B33), with the implication that word learning is the result of domain-specific abilities. In contrast, Markson and Bloom (1997) argue against a dedicated system for word learning, on the basis of an experiment in which children learned a new fact after a single exposure, thus demonstrating fast mapping in a domain other than word learning. Childers and Tomasello (2002) claim that the finding of a distributed learning effect for word learning supports Markson and Bloom’s (1997) approach as the effect “has extremely broad application across tasks, ages, and even animal species” (p.975). The findings of Experiments 2 and 3 are also supportive of this approach. The observation that the distributed learning effect applies equally to word and construction learning as well as to learning in various other linguistic and non-linguistic domains, is consistent with an account under which a single set of cognitive processes underlies the learning of both individual words and syntactic constructions, and even some kinds of non-linguistic material.

2.1.4 Implications for a construction conspiracy account of language acquisition (Abbot-Smith & Behrens, submitted): Children’s production of non-target constructions

The nature and frequency of children’s errors often provide important insights into the mechanisms underlying language acquisition. In Experiments 2 and 3, when children did not use the target object cleft construction in their responses, they often used other constructions that appear to be related to this construction. This finding provides support for the construction conspiracy account of language acquisition discussed in Chapter 2, Section 4.1.3 (Abbot-Smith & Behrens, submitted), under which children’s acquisition of certain complex grammatical constructions is facilitated by prior knowledge of a number of “source constructions” (p.28) which instantiate a part of the target construction.

Utterances in the present study in which a child used a simple object clause construction (e.g., it was the cup) - a mean of 13% of all utterances across both experiments - are relevant to this proposal, as this construction may serve as a source construction for the target object cleft construction (it was the cup that the frog took). It would appear that some children who had not fully acquired the target construction instead used a shorter, simpler construction that instantiates a part of the target construction.

Subject cleft constructions such as it was the frog that took the cup (which constitute 6.5% of all utterances across both experiments) are perhaps the most interesting of the non-target constructions produced, as they reflect the fusion of the target object cleft construction (it was the cup that the frog took) with the SVO transitive construction, often described as the “default” construction for the type of scene (transitive) enacted in the present study (Fillmore, 1977; Hopper & Thompson, 1980). When producing a subject cleft utterance, the child preserves the basic structure of the object cleft construction but re-aligns the OBJECT, SUBJECT and VERB to conform to their ordering in the default, and, of course, much more frequent, SVO construction (see Bever 1970; Slobin and Bever, 1982 for experimental work along these lines). In the case of subject-object errors (2.5% of all utterances), the child maintains the entire form of the object cleft construction and merely re-aligns the SUBJECT and OBJECT to match their ordering in the SVO schema (it was the frog that the cup took). Children’s use of these related constructions, then, provides support for the claim that constructions are learned not in isolation, but as part of a hierarchical network of interrelated constructions which compete for activation (Goldberg 1995; Croft 2001; Abbot-Smith & Behrens, submitted). 


Finally, the rate of production of transitive constructions simply represents the extent to which children default to the preferred or prototypical construction denoting a highly transitive event (Fillmore, 1977; Hopper & Thompson, 1980). The fact that children produced this construction with relatively high frequency (15% of all utterances across both experiments), despite fairly extensive training with an alternative construction, suggests that the argument that children’s productions were, in many cases, influenced by a competing default SVO construction is plausible.

2.1.5 Implications of the null effect for verb type frequency

Experiment 3 sought to investigate the question of how many different types are needed for the child to abstract a variable. It was predicted that increased type frequency of the verb in the object cleft construction on which children were trained would facilitate the acquisition of the abstract verb slot, and lead to the production of a greater number of these cleft utterances in the test session. The hypothesis was that children in the low type frequency condition might learn two wholly substantive construction + verb schemas, rather than abstracting a productive pattern and, consequently, produce object cleft utterances using not the verb supplied by E1, but a verb that was presented in this construction during training (scored as other, NOT as correct clefts). 


This prediction was not supported by the data. Perhaps the most likely reason for our failure to find a significant effect of verb type frequency was that the children studied were simply too old. A broad consensus in the constructivist literature (see Chapter 2) is that, by the age of four, children have acquired some kind of [SUBJECT] [TRANSITIVE VERB] [OBJECT] transitive construction, at quite a high level of abstraction. This would suggest that children of this age have already formed a TRANSITIVE VERB category, and are, therefore, capable of making the inference that transitive verbs can be substituted for one another in particular constructions. Thus it is likely that presentation of a single object cleft utterance with a familiar verb will form the basis of a generalisation that extends immediately to all other transitive verbs. To investigate the hypothesised effect of type frequency on the formation of an abstraction construction, it will probably be necessary to conduct similar studies with children under three years of age. Such studies will almost certainly need to use a simpler (though still relatively unfamiliar) construction: Pilot testing conducted as a part of these studies revealed that virtually no children aged under three were able to repeat the object cleft construction.  


In some respects, however, it is still, perhaps, surprising that no effect of type frequency was found in this study. The experimental study of Gomez (2002) did report effects of type frequency for adult learners of a novel grammar, whilst Bybee (1995) argues that “regularisation” effects in language change are a consequence of the high type frequency of the regular pattern. It might also have been expected that children in the low type frequency condition would treat this construction as an idiom accepting only one or two verbs. With regard to this prediction, it is perhaps significant that many idiomatic constructions (e.g., kick the bucket) are used with only one (as opposed to one or two) verb. Perhaps this prediction would have been borne out by the findings of Experiment 3 if a single verb had been presented in the low type frequency condition. Again, this is an issue that future research should investigate.

2.1.6 Implications for the wider distributed learning literature

Although these studies are chiefly concerned with language acquisition, their findings also have wider relevance. As far as the author is aware, these studies are the first to investigate the distributed learning effect for partially abstract stimuli, as opposed to repeated presentation of a fixed stimulus set. As such, Experiments 2 and 3 provide new data which the various theories proposed to account for the distributed learning effect must explain. Although the experiments were not designed to investigate specific predictions made by the various theories, their findings are more compatible with certain accounts than others. Janiszewski et al. (2003) identify five hypotheses that have been put forward to explain the distributed learning effect.  


Perhaps the simplest of these accounts is the attention hypothesis (Hintzman, 1974). Under this account, participants voluntarily pay less attention to presentation 2 (P2) of a stimulus when it occurs immediately after P1 (i.e., on a massed schedule) than when there is a greater lag (i.e., on a distributed schedule). P2 is identified as repetitive and therefore ignored. The present data do not sit particularly well with this hypothesis for two reasons. Firstly, participants were obliged to pay at least some attention to each presentation of the stimulus in order to correctly repeat E2. The finding that rates of correct repetition during training were as low as 55% (in one condition of Experiment 2) and 58% (for the younger children in Experiment 1) shows that this was not a trivial task requiring minimal attention. Secondly, the fact that presentations differed as to the subject, objects and, in most cases, action involved should have indicated that presentations were not merely repetitive and should not be ignored.


Under the rehearsal hypothesis (Rundus, 1971) a distributed presentation schedule is advantageous as it allows P1 to be rehearsed until it is naturally dropped from working memory, having received optimum rehearsal. When P2 is presented immediately after P1, on a massed schedule, the presentation of P2 inhibits rehearsal of P1. The findings of the present study are compatible with this hypothesis. It is possible to conceive of a similar hypothesis on a neural level. If a certain pattern of neuronal firing activity is associated with the presentation of a (construction) stimulus, in cases where P2 immediately follows P1, firing in response to the presentation of P2 may be impeded by a neural refractory period (see Pavlik & Anderson, submitted, for a neural network computer simulation along these lines).


Glenberg (1979) proposed a hypothesis based on the notion of encoding variability. This theory assumes that participants associate contextual cues (e.g., trial day, learning location) with the trained stimulus. The greater the number of different training sessions, the greater the number of different contextual cues which can potentially be associated with the stimulus (see Raaijmakers, 2003, for a computer simulation of the distributed learning effect based on this hypothesis). This theory would appear to make the prediction that, in Experiment 3, the high verb type frequency group should show an advantage over the low verb type frequency group. If the fixed lexical material is taken to be the trained stimulus, and the variable material, including the verb, the context, then encoding variability is greater for the high type frequency group. This prediction was not supported by the data.


The retrieval hypothesis (Greene, 1989) states that when a participant is presented with a stimulus, she automatically retrieves prior presentations of that stimulus. Participants following a distributed schedule gain practice in retrieving a stimulus from long term memory, whilst those following a massed schedule need retrieve only from short term memory. In the test phase, stimuli must be retrieved from long term memory, and participants following a distributed schedule are more practiced at this task. 


The reconstruction hypothesis (Jacoby, 1978) assumes that the act of perception requires the construction of a representation of the stimulus. A participant following a massed schedule need not construct a new representation for P2, as he can retrieve his representation of P1 from working memory. A participant following a distributed schedule must reconstruct a representation of P2 as P1 is no longer in working memory. Thus the distributed schedule provides practice in the process of stimulus reconstruction, which is needed to correctly generate the required stimulus at test. Both the retrieval and reconstruction hypotheses are potentially compatible with the present findings, although for both these hypotheses, and the rehearsal hypothesis, it is not clear precisely how the posited process would operate for partially abstract stimuli.
2.2 Practical and methodological Implications

In addition to the theoretical implications discussed above, the finding of a distributed learning effect for the formation of construction schemas has important practical and methodological implications. A common intervention for language-impaired children is training on particular syntactic and morphological construction paradigms. This training often takes the form of repeated presentation of a particular grammatical structure with some minimal variation between exemplars to demonstrate the paradigm to the child (Wilson, 1972; Warren, 1993; Warren & Bambara, 1989; The Micro-LADs sytem at http://www.laureatelearning.com). This procedure is similar to the training procedure used in the experiments conducted here. The findings of the present study, then, would suggest that a distributed training schedule might facilitate the acquisition of grammatical constructions on which impaired individuals are deficient. Indeed, recent work (Riches & Conti-Ramsden, 2004) suggests that the distributed learning effect for word learning may be even more marked for children with specific language impairment (SLI). A similar suggestion can be made with regard to L2 learning, although, of course, whether or not a distributed training schedule can enhance construction learning in this case remains an empirical question.


The methodological implications of Experiments 2 and 3 are perhaps even more significant. In the language acquisition literature it is common to encounter such claims as “the large majority of children under 3 years of age do not use…verbs in the transitive construction…[that] they have not heard in that construction” (Tomasello, 2000: 222). Such claims, though, are often based on the results of experiments conducted on a massed paradigm, with a large amount of training presented in one or two sessions. For example, Tomasello and Brooks (1998) presented 64 tokens of a novel verb in a single training session, and a further 24 presentations in a second session a few days later. The lesson of these studies is that just because children do not produce a certain linguistic item of structure after a certain amount of training, this is not to say that they could not have done so if the training had been more appropriately distributed. For example, if Experiment 2 had consisted only of the massed condition, one might have concluded, wrongly, that the majority of 3-5 year olds cannot form a object cleft utterance even with fairly extensive training (and perhaps posited some formal deficit such as the lack of knowledge of A-chain formation (e.g., Borer & Wexler, 1987) or of functional categories altogether (e.g., Radford, 1990, 1996) to account for this finding). In fact, given a distributed training schedule, the majority of 3-5 year olds (20 out of 24, including all the five-year olds studied) can produce such an utterance. It should be clear from the present study (and those of Schwartz & Terrel, 1983 and Childers & Tomasello, 2002) that the key determinant of the level of learning for training studies is not the number of presentations per se, but the number of different days (or sittings) on which at least one presentation is given.

As a final methodological point, it should be noted that this experimental paradigm, in the particular form used here, which combines repetition of one experimenter with correction of another is, so far as the author is aware, novel in language acquisition research. This paradigm was extremely successful in eliciting complex and infrequent constructions from young children and could potentially be useful in further investigations of children’s knowledge or formation of complex syntactic or morphological structures.
2.3 Potential problems and refinements

A potential objection to the interpretation of the findings presented above is that the construction trained (the object cleft) may not have been entirely novel for all the children involved in the study. One observation which suggests that children may have had some familiarity with this construction was that, in attempting to repeat E2’s utterances, many replaced the complementizer that with what (it was the cup what the frog took); the more common complementizer in this construction in the dialect of the participants. Since what can only be used as a dialectal variant of that when it is being used as a complementizer, as opposed to a wh- question operator, this can be taken as evidence that these children came to the study with some prior knowledge of the syntax of this construction. It is possible, though, that this phenomemon reflects prior knowledge not of the object cleft construction itself, but of other constructions in which what is an acceptable complementizer for speakers of this dialect, for example the relative clause construction (e.g., That goal what he scored was great) and the subject cleft construction (e.g., “It Was The Sun Wot Won it”; Headline in the Sun Newspaper after the 1992 British general election). Of course, it is not possible to determine whether or not the children had had any exposure to such constructions, or the object cleft construction, prior to the experiment. Nevertheless, the very fact that a reliable distributed learning effect was observed, and that children in the massed group showed such poor performance, demonstrates that children were learning something about this construction, even if this training may have simply strengthened a pre-existing construction schema in some cases. 

If this was the case, then the claim that children can form an abstract construction schema from exposure to substantive instantiations of that construction must await support from a study in which children are trained on an entirely novel (nonce) construction, although the present study does provide some evidence in support of this claim. The interpretation of the distributed learning effect presented above does not depend crucially on the assumption that the construction was entirely novel for all children concerned, and still holds under the view that children were strengthening a pre-existing construction schema, rather than abstracting a completely new one.


It should also be acknowledged that the drop-out rate for both of these studies was relatively high. This can largely be attributed, however, to certain non-crucial features of the experimental design. Firstly, due to the nature of the study, it was necessary to exclude children in either of the distributed learning conditions who were absent from school for one or more days (out of a possible five or ten). Secondly, many children in all conditions (perhaps understandably!) found the procedure rather repetitive, and failed to repeat E2’s utterances when, in the opinion of the experimenters, they would have been quite able to do so (and, in many cases, had already done so previously). It would not appear to be the case, then, that the high drop-out rate adversely affected the findings of the study. Indeed, the relatively stringent inclusion criteria arguably strengthened the design, by ensuring that only children who were well motivated to attempt to produce the relevant construction proceeded to the test phase. 


Another possible objection is that the design of Experiment 3 did not really allow us to distinguish between the distributed-advantage and distributed pairs-advantage hypotheses. The problem is that, since each training trial consisted of two presentations of the same sentence, children in the distributed condition still heard two instantiations of the construction across which they could potentially analogise. This feature of the experimental design was to ensure parity between all conditions of Experiments 2 and 3. In response to this objection, it must be emphasised that the two presentations were verbatim repetitions. Thus the child did not hear two different instantiations of the construction between which an analogy could be formed. 


One final concern is that, in both the experiments reported here, the observed distributed learning effect was confounded with a possible consolidation effect. Some studies (see Wixted, 2004 for a review) have shown that recall for trained items (English or nonce words in most cases) is improved when the recall test does not immediately follow the training phase, but is presented after a delay, usually of several minutes but, for some studies, of a day or more. Although the majority of studies have demonstrated significant effects in the opposite direction (i.e., a normal forgetting curve), a consolidation effect might be particularly likely for the learning of complex items, such as syntactic constructions, which may require a particular amount of processing time to be successfully encoded. In the present study, both the elicited production and repetition tests were presented immediately after the end of the training phase. Although this was necessary to ensure a constant lag between the end of training and the onset of the test phase, this meant that the lag between the first presentation of the trained construction and the test phase varied from several minutes (massed condition) to four or nine days (for the distributed pairs and distributed conditions respectively). Future studies could manipulate this time lag as another independent variable to investigate the relative contributions of the distributed learning effect and the interval between the onset of training and the test phase to construction-learning.
2.4 Additional future work

An interesting question is whether the distributed learning effect found here for a partially abstract construction would also be observed for the learning of a wholly abstract construction. Previous research has demonstrated that the distributed learning effect is found for whole sentences (Challis, 1993), which raises the possibility that the effect found here may partially reflect improved learning of the invariant lexical material (it was the…that the…). This does not invalidate the findings of the present study for two reasons. First, even constructions that are wholly abstract in the adult grammar (such as the transitive and intransitive constructions) appear, at the first stages of acquisition, to be based around invariant material such as pronouns, highly frequent proper nouns (e.g. Mummy) and inflectional material (e.g., -ing), as discussed in Chapter 2. Second, many common constructions, such as the for dative and the by passive retain some invariant lexical material (e.g, X got VERB-ed by Y).

Nevertheless, since, to form a wholly abstract construction, children must generalise across instantiations of the construction that have no morphemes in common, it would be interesting to see whether the distributed learning effect applies when the different instantiations of the construction presented in training have no lexical overlap. The claim that a single learning mechanism is used to acquire entirely abstract grammatical constructions, individual lexical items and non-linguistic material would be strongest if it were supported by evidence from studies in which children were trained on a wholly abstract construction. Since even pre-linguistic children will have had significant exposure to such constructions, such experimental investigations would need to make use of novel (nonce) constructions (Goldberg et al., in press; Akhtar, 1999), although, as discussed in Chapter 2 such studies have their own associated problems.

As suggested above, it would be desirable to conduct a version of this study with younger children, using a simpler construction, to investigate the effect of type frequency on construction formation. Future work could also seek to investigate other factors which are thought to influence the construction-abstraction process. One such factor is simple token frequency of the construction, which could be manipulated to investigate how many instantiations of a construction children need to hear to form an abstract schema. As well as type frequency of the variable item, it may also be the case that semantic coherence of the different items that appear in an abstract slot facilitates construction acquisition. It may be that is easier to form an abstract construction (at either a lexically specific or more abstract level) when the variable items form a coherent semantic class than when they do not (see Chapter 2, Section 7.0)


Finally, it would be interesting to see whether other learning and memory effects that are found in the cognitive psychology literature, with studies using single words, also apply to construction learning. The consolidation effect has already been discussed. Other effects include context dependent learning (where an item is best remembered when the memory test occurs in the same location, or in the same context, as encoding), interference effects in forgetting (where learning one item hinders recollection a previously learned item), and levels of processing theory (where items that are subject to some kind of “deep” processing, for example semantic processing, are better recalled than items that are, for example, processed purely phonologically) (for a review of these effects see Baddeley, 1997). If it is the case that almost every phenomenon observed for single words also holds true for the formation of abstract syntactic constructions, this would provide compelling evidence in favour of the single-route, general- learning-mechanism model advocated here.
3.0 Experiments 4-6: Restricting Linguistic Generalizations: The Entrenchment Hypothesis


Experiments 4-6 investigated the hypothesis that repeated presentation of a particular verb in a particular argument structure construction leads to the inference that the use of that verb in non-attested constructions is not permitted. None of the three experiments yielded any evidence in support of this hypothesis.
3.1 Conclusions and theoretical implications

It is extremely difficult to draw any firm conclusions from Experiments 4-6. Experiments 4 and 5 did not reveal any significant difference between the high, medium and low entrenchment groups. However, failing to demonstrate an entrenchment effect is clearly not the same as demonstrating that the effect does not operate, particularly given the rather low overall rate of generalization (18% for the most productive group) in Experiment 4. Indeed, in Chapter 5 it was argued that neither Experiments 4 nor 5 provided a particularly good test of the entrenchment hypothesis, since children in many cases did not appear to learn the novel verb at all. Rather, they were simply reminded of the novel verb immediately before a test phase in which they were placed under discourse pressure to produce a transitive utterance. 

Experiment 6 did reveal one interesting finding. Counter to the predictions of the entrenchment hypothesis, the more often children heard the novel verb presented in an intransitive construction, the more willing they were to use this verb productively in a transitive construction. However, this finding does not count strongly against the entrenchment hypothesis as children in the low presentation condition seemed to have difficulty learning the verb at all, producing it only very occasionally in any construction and preferring to use English verbs.

Before any firm conclusions can be drawn, then, it will be necessary to devise an experimental method which ensures (a) that children in both the low and high presentation conditions learn the novel verb equally well (as evidenced by their ability to produce it in an attested construction or infinitival form) and (b) that the overall level of generalization optimal for observing between-groups differences is obtained. Some possible modifications are suggested in the following section.

3.2 Refinements and future work

The participants of Experiment 6 had a mean age of 4;9. As discussed in Chapter 5, children of this age will almost certainly have formed semantic verb classes, which allow them to form argument structure generalizations on the basis of the action which a verb denotes (Brooks & Tomasello, 1999a). Children of this age were used as younger children produced fewer generalizations (Experiments 3 and 4). Future work should use children aged between 3;6 and 4;0, and seek to obtain a sufficient number of generalizations by manipulating the methodology of the experiment, rather than the age of the participants.


In all three experiments, participants seemed to have difficulty learning the novel verb. Although a distributed training schedule (Experiment 6) did seem to facilitate learning somewhat, only 40% of children in the low presentation group seemed to learn the verb. It would seem that presenting the verb in the frame this is called X-ing did not constitute sufficient evidence that the novel item was a verb. Future research should use the frame look what A is doing to B, it’s called X-ing to highlight to the children that the novel item, X, is a (potentially transitive) verb. It may also be necessary to increase the overall number of presentations of the novel verb, although it is important to ensure that additional presentations are appropriately temporally distributed, to ensure that they are processed. Another refinement would be to investigate whether children had, in fact, learned the novel verb by introducing a control test after the main test session. In this control session, children would be encouraged to produce the novel verb in the same construction in which they had heard it presented during training (i.e., an intransitive construction), to ensure that they had fully learned the novel verb. Any children unable to do so would be excluded from the main analysis.


It may also be the case that the particular type of test used (an elicited production test) masked underlying differences in entrenchment in the minds of the children. It is possible that children in the low presentation condition were more reluctant to use the novel verb productively in a transitive construction than those in the high condition but, due to the design of the experiment, had little choice. The experiment was deliberately designed to compel children to use the novel verb and to use a transitive construction. It is unlikely that the three- and four-year-old children studied would have had access to an alternative construction that expresses transitive meaning (e.g., a periphrastic construction such as he’s helping the pig to tam), and children who produced only null responses (perhaps because they were reluctant to produce an utterance they regarded as ungrammatical) were excluded. 

Perhaps, then, an alternative test would be a better measure of entrenchment. One possible alternative would be a grammaticality judgement task, as used by Theakston (2004) for English verbs. For example, children could be trained to give a reward to a puppet for producing a grammatical sentence, but to withhold the reward for “speaking funny”. After several days of training on the task with English verbs, and after presentation of the novel verb in (say) an intransitive construction, a sentence containing an overgeneralization (e.g, the novel verb in a transitive construction) could be included in the daily grammaticality judgement task, at which children would be well practised. Again, the number of presentations of the novel verb in an intransitive construction could be manipulated as the independent variable, with children in the low presentation conditions also hearing the verb used in a “syntactically neutral” context to ensure equal overall exposure to the novel verb across groups. An additional advantage of this grammaticality judgement procedure would be that it could be used to quantitatively investigate the process of entrenchment with complex argument structure constructions that would be almost impossible to elicit experimentally from young children, such as dative and passive constructions.
4.0 Conclusion


In Chapter 2 I outlined three major challenges for the constructivist approach. One of these challenges was to integrate the sometimes-contradictory findings of studies conducted using different paradigms. As I noted in Chapter 2, a study in which the language development of a single group of children is investigated both cross-sectionally and longitudinally, using a wide range of experimental and naturalistic data methods is beyond the scope of this (or any!) thesis. However, there is no reason why this undertaking should not be a long-term goal for a large and well-funded research team. In the meantime, Experiment 1 (Chapter 3) has highlighted just how crucial such an enterprise is to furthering our understanding of language acquisition: In some respects, the findings of this study are very different to that of comparable investigations using naturalistic data (Rowland & Pine, 2000; Rowland et al., in press), and this is an issue that the field must address.

The second challenge set for constructivist theories was to provide a precise account of the formation of construction schemas, in terms of the many different interacting factors which influence this process.  Experiment 1 further highlighted the need for constructivist theories to move beyond simple token frequency in the input as an explanation for why certain strings in the input are learned as frames or chunks. As a first step in this direction, Experiments 2 and 3 (Chapter 4) investigated two factors thought to influence this process: the temporal distribution of instantiations of the construction, and the type frequency of variable items in the slot-filler position. Although much more work needs to be done to investigate the role of type frequency, the observed distributed-learning effect highlights the fact that even phenomena that would seem to be only tangentially related to the question of language acquisition can prove to be important factors in this construction-formation process. The implication is that, when seeking to investigate these factors, constructivist theorists must cast their net wide into the broader psychological literature. Some factors that demand further investigation are the communicative intention of the child, the semantics of the construction and slot-filler, the phonological salience of particular lexical and morphological items, and the child’s developing working memory. There will, no doubt, be many more. 


The third challenge for constructivist theories outlined in Chapter 2 was to provide an independently motivated definition of what constitutes a chunk, frame, slot filler and so on for the child. Although this issue was not the focus of the present thesis, the findings of Experiment 1 revealed the true complexity of this problem. In common with the study conducted by Rowland and Pine (2000), Experiment 1 showed that children seem to abstract frames of different sizes for different lexical strings. For example, children’s near-perfect performance on questions with auxiliary BE was most likely a consequence of their having formed a What’s she X-ing? or What’s X Y-ing? construction (i.e., a wh- operator + auxiliary + subject + verbal inflection frame). Yet for other questions typically produced correctly (e.g., why is she sad?) a verbal inflection could not have formed part of the acquired frame. Children’s poor performance with questions beginning What are, despite their relatively high frequency in the input was most likely caused by their learning a What are you… chunk (i.e., a wh- operator + auxiliary + subject chunk), with no variable slot in the subject position. Even for a single syntactic structure, then, children seem to acquire many different frames of different sizes. The challenge for constructivist models is to provide an independently motivated definition of a frame (slot-filler and so on), without making any presumptions about the size of these units, and, indeed allowing them to vary in size with different lexical instantiations of the same underlying syntactic structure. Although the constructivist approach is at least 30 years old (Bowerman, 1973; Brown, 1973), it has only recently begun to address this issue (Lieven et al., 2003; Dabrowska & Lieven, in press).


If constructivist theorists are to truly understand both the process by which children acquire particular frames (and so on) and the nature of these structures, it will probably be necessary for them to focus less on the generalizations that children do NOT make, and more on the generalizations that they DO make.  Generativist theories traditionally attribute to the child a great deal of abstract syntactic knowledge. In their rush to demonstrate (to my mind, successfully) that young children do not possess this abstract knowledge from birth, constructivist theorists have often overlooked the fact that even very young children do appear to have formed some productive, and at least partially abstract, construction schemas. Perhaps the reason why this tends to be overlooked is that these early productive constructions do not follow the model of any abstract constructions in the adult grammar (a kind of constructivist version of the continuity hypothesis!). For example, a detailed corpus analysis of negation in one child (Cameron-Faulkner, 2003) found that one of the child’s earliest negation constructions was no + declarative statement (e.g., no wanna do it). Clearly, this construction was not found in the adult input, but was a case of the child forming an entirely novel generalisation. Similarly, so-called uninversion errors in question formation (Chapter 3) could be the consequence of the child productively concatenating an interrogative wh- operator (e.g., why) with a declarative statement (e.g. they can hear the frog?) to produce a novel kind of question construction (why they can hear the frog?). Constructivist theorists, then, must keep a completely open mind with regard to the nature of the construction frames and various other units that the child forms and acquires.
This thesis began with a question: Do children learn their native language, or can we only say that they acquire it? That is, can language be learned, using general cognitive and learning processes common to many different areas of cognition, or is language unlearnable without the aid of innate and domain-specific linguistic knowledge, such as knowledge of syntactic categories, X-bar theory, and syntactic movement, and without the aid of principles or constraints that must mature, or parameters that must be set. The experimental studies reported in this thesis contribute to a growing body of evidence that suggests that important aspects of language can be learned.
Children learn to ask questions not by manipulating innately specified variables that stand for SUBJECT, AUX and wh- operator, as prescribed by computational rules that are part of their genetic endowment. Rather, children learn, gradually, and in piecemeal fashion, small chunks of language such as what is she X-ing? which they then use in their own questions. Similarly, children’s production of complex syntactic structures such as it was the [OBJECT] that the [SUBJECT] [VERB]ed, is not governed by maturing “machinery” which allows them to perform abstract manipulations on variables. Again, children learn to produce these structures by hearing various instantiations of them and analogising across them, using general learning and cognitive abilities that are used for all types of linguistic material, and even for certain non-linguistic content. Our task as researchers is to discover (a) the kinds of abstractions that children make (b) the processes by which they do so and (c) the factors that influence this process. In short, children do learn their language. Our job is to learn how they do it. 
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Appendix A. Experimenter prompts for Experiment 1 (Wh- questions)

	Wh-
	AUX
	No.
	Prompt

	What
	Cop

BE
	3sg
	Minnie is some kind of animal but I’ve forgotten! I wonder what she is. Ask the dog what she is?

	
	
	3pl
	Mickey & Minnie are some kind of animal, but I’ve forgotten. I wonder what they are. Ask the dog what they are?

	
	Aux

BE
	3sg
	(screen) Mickie is drinking something. I wonder what she is drinking. Ask the dog what she is drinking ?

	
	
	3pl
	(screen) Mickie & Minnie are drinking something. I wonder what they are drinking.  Ask the dog what they are drinking?

	
	DO
	3sg
	Minnie doesn’t want any biscuits. I wonder what she does want.  Ask the dog what she does want ?

	
	
	3pl
	Mickey & Minnie don’t want any biscuits. I wonder what they do want.  Ask the dog what they do want?

	
	CAN
	3sg
	Minnie can draw a picture of something. I wonder what she can draw.  Ask the dog what she can draw ? 

	
	
	3pl
	Mickey & Minnie. can draw a picture of something. I wonder what they can draw.  Ask the dog what they can draw?

	Who
	Cop

BE
	3sg
	This is a mouse, but I’ve forgotten her name. I don’t know who she is.  Ask the dog who she is?

	
	
	3pl
	These are mice, but I’ve forgotten their names. I don’t know who they are.  Ask the dog who they are?

	
	Aux

BE
	3sg
	(screen) Minnie is touching someone. I wonder who she is touching.  Ask the dog who she is touching?

	
	
	3pl
	(screen) Mickey & Minnie are touching someone. I wonder who they are touching.  Ask the dog who they are touching?

	
	DO
	3sg
	Minnie doesn’t like the duck. I wonder who she does like.  Ask the dog who she does like?

	
	
	3pl
	Mickey and Minnie don’t like the duck. I wonder who they do like.  Ask the dog who they do like?

	
	CAN
	3sg
	(screen) Minnie can see someone back there. I wonder who she can see. Ask the dog who she can see?

	
	
	3pl
	(screen) Mickey & Minnie can see someone back there. I wonder who they can see. Ask the dog who they can see?

	How
	Cop

BE
	3sg
	I don’t know if Minnie is happy or sad. I wonder how she is. Ask the dog how she is? 

	
	
	3pl
	I don’t know if Mickey and Minnie are happy or sad. I wonder how they are. Ask the dog how they are?

	
	Aux

BE
	3sg
	Minnie is eating the cake- but I don’t know how she is eating the cake. Ask the dog how she is eating the cake

	
	
	3pl
	Mickey & Minnie are eating the cake- but I don’t know how they are eating the cake. Ask the dog how they are eating the cake?

	
	DO
	3sg
	Minnie doesn’t kick the ball with her hands. I wonder how she does kick the ball. Ask the dog how she does kick the ball?

	
	
	3pl
	Mickey & Minnie don’t kick the ball with their hands. I wonder how they do kick the ball. Ask the dog how they do kick the ball?

	
	CAN
	3sg
	Minnie is quite short but can reach the cup. I wonder how she can reach the cup. Ask the dog how she can reach the cup?

	
	
	3pl
	Mickie and Minnie are quite short but can reach the cup. I wonder how they can reach the cup. Ask the dog how they can reach the cup?

	Why
	Cop

BE
	3sg
	Minnie is sad. I wonder why she is sad. Ask the dog why she is sad?



	
	
	3pl
	Mickie & Minnie are sad. I wonder why they are sad. Ask the dog why they are sad?

	
	Aux

BE
	3sg
	Minnie is pushing the car. I wonder why she is pushing the car. Ask the dog why she is pushing the car?

	
	
	3pl
	Mickie & Minnie are pushing the car. I wonder why they are pushing the car. Ask the dog why they are pushing the car?

	
	DO
	3sg
	Minnie doesn’t like the frog. I wonder why she does like the bear. Ask the dog why she does like the bear?

	
	
	3pl
	Mickey & Minnie don’t like the frog. But wonder why they do like the bear. Ask the dog why they do like the bear?

	
	CAN
	3sg
	Minnie can hear the bear. I wonder why she can hear the bear. Ask the dog why she can hear the frog?

	
	
	3pl
	Mickey and Minnie can hear the bear. I wonder why they can hear the bear. Ask the dog why they can hear the frog?


Appendix B. Verbs used in Experiments 2 and 3 (Distributed learning) and frequencies in the British National Corpus (spoken texts section)

	Verb


	Sessions used
	Frequency

(BNC spoken texts)

	
	
	

	Take
	Training
	20878

	Hold
	Training
	2140

	Pull
	Training
	1423

	Choose
	Training
	919

	Touch
	Training
	583

	Rub
	Training
	227

	Grab
	Training
	206

	Bite
	Training
	172

	Punch
	Training
	62

	Hide
	Training
	325

	Find
	Test
	8119

	Move
	Test
	4803

	Drop
	Test
	1060

	Kick
	Test
	445


Appendix C. Scoring criteria for Experiments 2 and 3

	Target object cleft
	Demonstrative
	BE
	NP (OBJECT)
	COMP
	NP (SUBJECT)
	VERB

	
	It

That


	was

is

‘s


	the

a

0
	OBJECT
	that

what

which

0


	the

a

0


	SUBJECT
	VERB (any form, any semantically appropriate verb not presented in this construction)

	
	
	
	pronoun
	
	pronoun
	


	Object clause


	Demonstrative
	BE
	NP (OBJECT)

	
	It

That


	was

is

‘s


	the

a

0
	OBJECT

	
	
	
	pronoun


	Subject cleft
	Demonstrative
	BE
	NP (SUBJECT)
	COMP
	VERB
	NP (OBJECT)

	
	It

That


	is

was

‘s


	the

a

0
	SUBJECT
	that

what

which

0
	VERB (any form, any semantically appropriate verb)
	the

a

0
	OBJECT

	
	
	
	pronoun
	
	
	pronoun


	Transitive
	NP (SUBJECT)
	VERB
	NP (OBJECT)

	
	the

a

0


	SUBJECT
	VERB (any form, any semantically appropriate verb)
	the

a

0
	OBJECT

	
	Pronoun
	
	pronoun


	Agent-patient error
	Demonstrative
	BE
	NP (OBJECT)
	COMP
	NP (SUBJECT)
	Verb

	
	It

That

0
	was

is

‘s

0
	the

a

0
	SUBJECT
	that

what

which

0


	the

a

0
	OBJECT
	VERB (any form, any semantically appropriate verb)

	
	
	
	
	SUBJECT
	
	
	SUBJECT
	

	
	
	
	
	OBJECT
	
	
	OBJECT
	

	
	
	
	pronoun
	
	pronoun
	


Appendix D. Sample parent’s letter (from Experiment 1)

Dear Parent,

I am a member of a University of Manchester research group which investigates the question of how children learn to talk. The headteacher, XXX, and the Foundation-years teacher, XXX, have been kind enough to allow us to conduct one of our language-learning studies at XXX School. 

This study will involve children playing a game with some animal puppets, and asking and answering questions about what the animals are doing. We are interested in how children learn to ask questions such as “who?”, “where?” and “why?”

Generally children enjoy the games, and are extremely eager to participate. Further details of the study are given on parent information sheet overleaf. 

Since the study has already been approved by the school head and foundation teacher, parental consent will be on an opt-out basis. Therefore, if you do NOT want your child to participate in the study, please sign and return the attached form BEFORE XXX, when the study will begin. Participation is, however, entirely voluntary, and you may withdraw your child at any time without having to give a reason, and without detriment to you or your child (if you withdraw your child after the study has begun we will destroy any data already collected). If any child does not want to participate themselves they will not be asked to, even if you have not already withdrawn your child.

We do hope that you will be happy for your child to participate in this enjoyable and interesting study.

Thank you, in advance, for your cooperation

Yours, sincerely

Ben Ambridge

University of Manchester
Appendix E. Sample parent information sheet (from Experiment 1)

University of Manchester 

Study of Childhood Language Learning (Project #NUMBER)

Parent Information Sheet

This study is looking at how children learn to ask questions such as “What is he doing?” or “Who can you see?”. Questions are actually quite difficult for children to learn, as they have an unusual word order compared to other sentences.

For example, if we want to know what Bob is doing we cannot simply ask

What Bob is doing?

The word “is” needs to move in between “What” and “Bob”

What is Bob   doing?

In this study, children will ask questions to a “talking bear” puppet. For example, the researcher might ask “Can you ask Mr Bear what Bob is doing?”. The child will usually ask “What is Bob doing?”, but may occasionally make a mistake and ask “What Bob is doing?”. The bear will then answer (eg: “kicking a football”). Altogether this is expected to take about 30-40 minutes per child (split up into daily sessions of 5 to 10 minutes over the course of one week).

We think that children learn to ask questions, by learning particular word combinations (such as “What is….” or “Who are….”) off by heart. This means that we will expect to find more mistakes made with rare combinations such as “Who do….(Bob and Muck like?)” than with common combinations such as “What’s…(Bob doing?)”. We will be comparing our theory to an alternative theory under which children learn a “rule” which applies to all question words “what, who, why, where, how” and so would make equal numbers of mistakes with each word.

Since the study has already been approved by the school and foundation heads, parental consent will be on an opt-out basis. Therefore, if you do NOT want your child to participate in the study, please sign and return the attached form BEFORE XXX, when the study will begin. Participation is, however, entirely voluntary, and you may withdraw your child at any time without having to give a reason, and without detriment to you or your child (if you withdraw your child after the study has begun we will destroy any data already collected). If any child does not want to participate themselves they will not be asked to, even if you have not already withdrawn your child.

If you would like further information on this study or have any questions, please do not hesitate to contact me, Ben Ambridge, on XXXXXXXXXX, or at the University of Manchester Child Study Centre on 0161 XXXXXXX, or by email at XXXXXX@XXXXXX. Alternatively, you can speak to me in person when I visit the nursery at 9am on XXX to begin the study.

Many thanks for your help.

THIS PROJECT HAS BEEN APPROVED BY THE UNIVERSITY OF MANCHESTER
DEPARTMENT OF PSYCHOLOGY ETHICS COMMITTEE










































� Here and hereafter the term language acquisition is used theoretically neutrally to refer simply to the processes by which the child comes to possess knowledge of her native language. 


� Some authors favour a different ordering, and use this in their theories. Here, Chomsky’s (1993) ordering will be used.


� For convenience, conventional syntactic category labels (e.g., [SUBJECT], [VERB], [OBJECT]) will be used as a shorthand for labels such as [ENGLISH TRANSITIVE SUBJECT] and the like in this chapter. 


� This term refers to any wh- question requiring subject-auxiliary inversion (both argument and adjunct wh- questions), also (inaccurately) termed “object wh- questions” in the literature


� As is usual in the wh- question literature, the term auxiliary (AUX) is used here to refer to genuine auxiliary verbs (BE, HAVE), the copula (BE), modals (CAN, SHOULD etc.) and the dummy auxiliary (DO), unless specifically stated otherwise.


� Santelmann et al (2002) test the predictions of their theory experimentally with respect to yes/no questions, using a repetition paradigm. Although this theory was developed to account for yes/no question acquisition, subject-auxiliary inversion, under a generativist account, operates identically for yes/no and non-subject wh- questions.


�Though note that, at the level of the lexical auxiliary, the copula and auxiliary forms of BE (is/are) are homophonous, as are the 3sg and 3pl forms of can.


� The status of auxiliary doubling errors is not clear under these accounts, as some authors (e.g.: Nakayama, 1987) suggest that they may represent “blending” errors. Errors of auxiliary omission are not relevant to this question as the element which is to be moved is not present.


�For clarity, this notation is used to represent past tense forms. In fact, six of the fourteen verbs used take irregular past tense forms 


�The verbs used were 14 of the 22 most frequent appropriate verbs in the corpus. The remaining eight (wash, cut, break, bash, hit, throw, eat and push) were selected for use in additional tests of repetition and priming which were discontinued after pilot testing.


� Initially (for both Experiments 2 and 3) statistical analyses were also conducted on the number of utterances in each of the non-target response categories. The results of these analyses are not reported, as they yielded only several theoretically uninteresting main effects: Basically, children in the conditions that produced the fewest target constructions (younger children, and those in the massed condition) also produced the most non-target constructions. 


� For each verb pair shown here, the verb chosen as being more familiar to young children is shown first. 
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